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Abstract 

In order to improve the recognition performance of one sample image per person, this 

paper proposed a one sample image recognition algorithm based on improved 

sub-pattern principle component analysis. Firstly, the face is divided into some blocks, 

and Sub-pattern PCA is used to extract features, and then information entropy is used to 

assign proper weights of blocks features, finally, support vector machine is used recognize 

the face and the experimental results are carried out on some face data. The results 

demonstrate that the proposed algorithm has improved the recognition rate and speed of 

face, and has robust. 
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1. Introduction 

Human face is exclusive, non-contact and non-reproduced. It is the most common 

biological characteristics, which is widely applied in safety protection, recognition, video 

retrieval and other fields [1]. To solve the human face recognition issues, many scholars 

have spent a lot of time and efforts studying, and put forward many human face 

recognition algorithms [2]. However, in the forensics, passport verification and other 

special occasions, every class of human face can only get one piece of human face image, 

which is a typical single-sample human face recognition problem. Therefore, how to 

improve the correct rate of single-sample human face recognition has become a hot issue 

in current research [3]. 

In the process of single-sample human face recognition, feature extraction is the most 

critical step, and it is essential to extract as much feature information as possible from a 

single human face image [4]. Literature [5] proposed to adopt the single-sample human 

face recognition method with virtual human face technology, which had improved the 

accuracy of human face recognition, but it had relatively high computational complexity, 

and thus it is difficult to meet the real-time human face recognition requirements; 

Literature [6] comprehensively considered the principal component analysis and integral 

projection features to complement each other, extract human face features and enhance 

the human face recognition rate, but the principal component analysis was a linear 

dimension reduction method, so it was easy to lose some detailed feature information; 

Literature [7] proposed block-based single-sample human face recognition algorithm, 

used the linear analysis algorithm to select important features, and obtained ideal 

recognition results; Literature [8] proposed the single-sample human face recognition for 

Eigenfaces, but the algorithm only extracts the global features from human face images, 

which was rather sensitive to changes in light, posture and expression; Literature [9] 

proposed a SpPCA-based human face recognition algorithm, first divided the human face 
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images into multiple sub-models, extracted the human face features from each sub-model, 

and finally spliced the sub-model feature together to realize the human face recognition. 

The algorithm had integrated the advantages of global and local features, and thus had 

better robustness to light changes. Due to the different roles of varied human face parts in 

human face recognition results, for example, compared to the forehead and other parts, 

nose, mouth and eyebrows are more important [10-11]. However, in practical 

applications, SpPCA algorithm has ignored this, and the recognition performance needs to 

be improved [12]. 

In order to improve the performance of single-sample human face recognition, this 

paper proposes a ISpPCA-based single-sample human face recognition algorithm, and 

adopts multiple face database to test the human face recognition effects of the presented 

algorithm. 

 
2. ISpPCA-based Single-sample Human Face Recognition Algorithm 
 

2.1 Human Face Recognition Process 

The basic steps of ISpPCA-based human face recognition algorithm are: 

(1) Evenly divide single human faces into multiple sub-blocks, namely, sub-models, 

and adopt PCA to obtain the projection vector of each sub-block.  

(2) Weigh for each sub-block and connect them into human face feature vector.  

(3) Adopt human face classifier to make decisions towards the human face images 

and output the recognition results, 

The single-sample face recognition process is shown in Figure 1. 

 

Figure 1. Working Process for Human Face Recognition Algorithm 

2.2 Human Face Image is Divided into Multiple Sub-models 

(1) Assumed the size of human face image is M×N.  

(2) Divide human face images into L pieces of sub-images with equal size, and the 

specific results are shown in Figure 2. 

 

Figure 2. Division of Human Face Sub-model 

2.3 Principal Component Analysis for Feature Extraction  

Through the above steps, the single-sample human face image can be described by the 

the following matrix: 
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              (1) 

All sub-models in the training set of human face images build a new training subset, 

namely: 

            (2) 

Where, . 

Assumed the -th sub-model divergence matrix is: 

           (3) 

Where, . 

By adopting the matrix feature value decomposition method, this paper solves the 

previous -th feature vector in , namely 

                 (4) 

Where,  stands for diagonal matrix; . 

Then the projection vector of the -th human face’s -th sub-block is: 

          (5) 

Where, , . 

Thus, the feature value of -th human face image can be described as: 

          (6) 

By adopting the above similar steps, the projection vector of the -th sub-block can be 

obtained: 

         (7) 

At last, the test human face feature vector can be described as: 

        (8) 

2.4 Sub-block Weight 

Each sub-block has different positions in human face and makes different contributions 

to human face recognition result, so it can distinguish by giving a certain weight to each 

sub-block. The information entropy is:  
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For each sub-block image, the information entropy is:  
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Where, s represents the gray level of sub-block; p(xi) represents the probability of the 

xi-th pixel occurrence. 

 

2.5 Human Face Classifier 

Assumed human face image data set {xi,yi}, xi∈Rn, i=1,2,…,n, xi represents the 

selected human face feature vector; yi represents the human face category, and the 

classification plane can be described as: 

( )Ty x b              (11) 

Where,   and b stand for parameters. 

By introducing the relaxation factor, the formula is transformed into: 
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Where, C is the penalty parameter. 

The binary-class function of human face image is transformed into: 

( ) ( ( ) ( ) )i i if x sgn y x x b   
           (13) 

Where, 
( ) ( )i jx x 

 represents the dot product. 

By introducing the kernel function over non-linear human face, the following equation 

can be got: 

( ) ( ( , ) )i i if x sgn y k x x b 
              (14) 

3. Simulation Experiments 

To test the performance of presented single-sample human face recognition algorithm, 

this paper selects Yale B, ORL, PIE human face database to make simulation experiments, 

achieves the human face recognition algorithm by using Matlab 2009 software 

programming, adopts PCA and SpPCA under the same conditions for comparative 

experiment, and evaluates advantages and disadvantages of the algorithm via human face 

recognition rate. 

 

3.1 Yale B Human Face Recognition 

Yale B human face contains images of 38 persons under 64 different lighting 

conditions, and each person has 5 sub-sets under different lighting condition. Subset 1 

includes 7 images, and sub-sets 2, 3, 4 and 5 respectively contain 12, 12, 14 and 19 

images [13]. Yale B human face images are shown in Figure 3. 

 

 

 

 

  

Figure 3. Human Face Images 

For the human face recognition rate and rejection rate of different algorithms, refer to 

Figure 4. According to Figure 4, under different light conditions, the recognition rate of 

ISpPCA algorithm has been improved significantly, and the rejection rate is relatively 

small. Besides, the greater the light changes are, the more obvious advantages the 

proposed method has. The results show, ISpPCA algorithm has good robustness to light 

changes, and has solved the single-sample human face recognition problems under light 

changes. 
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Figure 4. Yale B Human Face Recognition Rate 

3.2 ORL Human Face Recognition 

ORL human face database contains 40 classes of faces, each class has 10 images, and 

there are a total of 400 images [14]. Parts of human face sample images in ORL human 

face database are shown in Figure 5. 

 

 

Figure 5. Sample Images of ORL Human Face Database  

This paper selects the first image as a training sample, uses PCA, SpPCA and ISpPCA 

algorithms to extract features from ORL human face database, adopts the support vector 

machine to build human face classifier, selects the rest images as testing samples, and the 

results obtained are shown in Figure 7. According to Figure 6, compared to PCA, SpPCA 

and ISpPCA algorithms, human face recognition rate has been improved, which is mainly 

because that the use of sub-model idea can accurately extract the information structure 

from human face images, ISpPCA algorithm has better stability, and the comparison 

results prove the effectiveness and superiority of ISpPCA algorithm. 

 

 

Figure 6. ORL Human Face Recognition Rate 

3.3 PIE Human Face Recognition 

Human face database PIE contains 68 persons, each person has about 170 images, 

including 135 images of training data, and the rest images are used as test data. The image 
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was taken in different light, time, angle, facial expressions, gestures and other conditions, 

and the human face image examples are shown in Figure 7 [15]. 

 

 

Figure 7. A class of Human Face Image in PIE Human Face Database 

The PIE human face database recognition results of PCA, SpPCA and ISpPCA 

algorithms are shown in Figure 8. For PCA and SpPCA algorithms, ISpPCA algorithm 

shows obvious advantages, and the comparative results proved the superiority of ISpPCA 

algorithm once again. 

 

 

Figure 8. PIE Human Face Recognition Rate 

4. Conclusion  

To solve the current single-sample human face recognition problems, this paper 

proposes an ISpPCA single-sample human face recognition algorithm. The results show 

that ISpPCA algorithm has good robustness over light changes, has significantly 

improved the feature facial methods, makes up the deficiencies of SpPCA algorithm, 

improves the single-sample human face recognition rate, and enhances the efficiency of 

human face recognition and robustness. 
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