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Abstract. Attribute based encryption (ABE) is a cryptographic technique allowing fine-grained
access control by enabling one-to-many encryption. Existing ABE constructions suffer from at least
one of the following limitations. First, single point of failure on security meaning that, once an
authority is compromised, an adversary can either easily break the confidentiality of the encrypted
data or effortlessly prevent legitimate users from accessing data; second, the lack of user and/or
attribute revocation mechanism achieving forward secrecy; third, a heavy computation workload is
placed on data user; last but not least, the lack of adaptive security in standard models.
In this paper, we propose the first single-point-of-failure free multi-authority ciphertext-policy ABE
that simultaneously (1) ensures robustness for both decryption key issuing and access revocation
while achieving forward secrecy; (2) enables outsourced decryption to reduce the decryption over-
head for data users that have limited computational resources; and (3) achieves adaptive (full)
security in standard models. The provided theoretical complexity comparison shows that our con-
struction introduces linear storage and computation overheads that occurs only once during its
setup phase, which we believe to be a reasonable price to pay to achieve all previous features.
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1 Introduction

Cloud computing enables the on-demand provision of various resources, such as computing power and
storage over the Internet, freeing companies from maintaining IT infrastructure and managing data centers
so they can focus on managing resources to focus on their core business. In addition, cloud computing
enables users to take advantage of a variety of powerful resources on a pay-as-you-go basis. Nevertheless,
security and privacy issues have become the main obstacle to the wider adoption of cloud computing.
According to Techfunnel’s top five cloud computing predictions for 2020 [Whi20], security tops the list
of the biggest cloud challenges. Hence, users/companies are reluctant to subscribe to a cloud service to
outsource their important data.

In a non fully trusted cloud environment, preserving data confidentiality, making appropriate de-
cisions about data access, and enforcing fine-grained access policies are major challenges. Hence, many
cryptography-based system models and techniques have been proposed to enable efficient and secure cloud
access control. Among the previous, ABE [SW05]. The latter allows to ensure simultaneously confidential-
ity preservation and fine-grained access control. ABE has succeeded in attracting considerable research
efforts [KA+18,ADSLK19,ZDX+20] which allowing to add additional cryptographically functional fea-
tures, such as access revocation, accountability, and robustness to the basic construction. Unfortunately,
all the proposed ABE constructions suffer from at least one of the following limitations. First, the lack
of robustness meaning that once the authority responsible of issuing decryption keys to users is com-
promised, an adversary can either easily break the confidentiality of the encrypted data or effortlessly
prevent legitimate users from accessing data. Second, the lack of access revocation making the concerned
approaches inflexible. Third, most of the proposed ABE constructions require heavy computation work-
load to be performed by data user at access time. Last but not least, the lack of security in standard
models. We provide a full comparison with related literature in Section 2.

In this paper, we propose a new multi-authority ciphertext-policy ABE (CP-ABE) scheme with some
interesting features. First, it ensures robustness for both decryption key issuing and access revocation
processes. That is, an adversary needs to compromise several authorities to be able either to break the
confidentiality of the outsourced data or to prevent authorized users from accessing outsourced data.
Second, our construction enable attribute revocation while achieving forward secrecy. Third, it allows
to outsource most part of the decryption process to the cloud server while ensuring that the latter will
learn nothing about the partially decrypted data. Fourth, our construction achieves adaptive security in
standard models. The construction we propose in this paper is – to our knowledge – the first to provide
all previously mentioned features. Finally, we conduct theoretical comparison with similar constructions
to show that our construction introduces linear storage and computation overheads that occurs only once
during its setup phase.

The paper is organized as follows. Section 2 reviews related work and provides a comprehensive
comparison with our construction. Sections 3 and 4 present the assumptions and the adversary model we
are considering to achieve provable security. Section 5 formalizes our primitive. Then, in Section 6, we
provide the security results. In Sections 7, we discuss the complexity of our construction. Finally, Section
8 concludes.

2 Related Work

Revocable ABE. Several researchers have been devoted to build ABE constructions allowing access
revocation. Liang et al. [LCLS09] introduce a provably selectively secure CP-ABE construction that



enables access revocation through proxy re-encryption. Using the latter technique, Luo et al. [LHC10]
designed a selectively secure and small attribute universe based CP-ABE supporting policy updating.
Always relying on proxy re-encryption, Yu et al. [YWRL10] proposed an AND-gate policy based ABE
construction enabling attribute and user revocations. The proposed construction is proved to be selectively
secure under the decisional bilinear Diffie-Hellman (DBDH) assumption. To allow the enforcement of non-
monotonic access structures, Lewko et al. [LSW10] propose a selectively secure in the standard model
ABE construction that enables attribute revocations. Hur and Noh [HN11] relies on a stateless group
key distribution method based on binary trees to define a CP-ABE solution enabling efficient attribute
revocation. The authors claimed that the proposed scheme achieves backward secrecy and forward secrecy
without providing formal security analysis. Yang et al. [YJR13a] propose a CP-ABE construction enabling
attribute and user revocation based on a ciphertext re-encryption mechanism performed by a third-party
honest-but-curious server. The proposed construction is proved to be selectively secure under the q-type
assumption. In [YJR+13b], Yang et al. propose a multi-authority CP-ABE supporting revocation process.
The latter is performed mainly by attribute authorities which are responsible of computing an updated
decryption key for each non-revoked user. Relying on binary trees, Cui et al. [CDLQ16] proposes a CP-
ABE scheme that enables attribute revocation where most of the related computations are delegated
to an untrusted server. Similarly to [HN11], the authors of [CDLQ16] claimed that their construction
is both backward and forward secure without providing any formal proofs. Liu et al. [LW16] proposed
a large universe CP-ABE construction enabling simultaneously user revocation and accountability. The
authors shows that the proposed construction is selectively secure in standard models. Li et al. [LML+16]
propose a new multiauthority CP-ABE scheme enabling attribute revocation while being adaptively
secure in the setting of bilinear groups with composite order. Relying on an untrusted server, Qin et al.
[QZZC19] designed an adaptively secure CP-ABE scheme enabling attribute revocation. In the proposed
scheme, the untrusted server is used to help non-revoked users to transform ciphertexts. Very recently,
Xiong et al. [XHY+21] proposed an adaptively secure CP-ABE scheme allowing attribute revocation.
It uses monotonic span program [KW93] as an access structure to reduce the number of pairing and
exponentiation operations for encryption and decryption.

Outsourced decryption-based ABE. To mitigate the burden of decryption for data user, Yang et
al. [YJR+13b] proposes a construction that outsource most part of the computation to the cloud server.
The same idea was later used in [CDLQ16,YCTH18,YCTH18,QZZC19,XHY+21].

A common weakness of the previously mentioned revocable CP-ABE is that they all include a single
point of failure of security. That is, as soon as an attribute authority is compromised by an adversary,
the latter can easily break the confidentiality of the outsourced data by issuing valid secret decryption
keys.

Robust ABE. To mitigate the single-point-of-failure weakness, Li et al. [LXXH15] propose a multi-
authority CP-ABE called TMACS. In contrast to previously mentioned approaches, the set of attribute
authorities are collaboratively managing the whole set of attributes and no one of them can have full
control of any specific attribute. The construction relies on a (t, n) threshold secret sharing protocol
(Section 3.2) to require the collaboration of at least t attribute authorities to issue a valid decryption key,
which allow to prove that the proposed construction is selectively secure even when t− 1 authorities are
compromised by an adversary. Unfortunately, neither the access revocation, nor the outsourced decryption
has been addressed in this work.

Table 1 presents a comprehensive feature comparison of the related CP-ABE schemes. According to
it, the construction we propose in this paper is the only one that achieves simultaneously robustness,
access revocation, outsourced decryption, and adaptive security.

Approaches Robustness Revocation
Security Outsourced
Model Decryption

[SW05],[OSW07],[GJPS08],
[NYO08],[LCLX09],[EMN+09],
[Wat11],[HSMY12],[HSM+14]

✗ ✗ Selective ✗

[LCLS09],[LHC10],[YWRL10],
[LSW10],[HN11],[YJR13a],
[LYH+17]

✗ ✓ Selective ✗

[YJR+13b],[CDLQ16],[YCTH18] ✗ ✓ Selective ✓

[LXXH15] ✓ ✗ Selective ✗

[BSW07],[LW11],[TKN21] ✗ ✗ Fully ✗

[LW16],[LML+16] ✗ ✓ Fully ✗

[QZZC19],[XHY+21] ✗ ✓ Fully ✓

This work ✓ ✓ Fully ✓

We used BS and FS to denote backward and forward secrecy respectively.

Table 1: Feature Comparaison Of CP-ABE Constructions
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3 Preliminaries

In this section, we give background information on bilinear maps and the security assumption we are
considering. Then, we give a brief description of the trusted third party free secret sharing method
proposed by Pedersen in [Ped91].

3.1 Bilinear Maps

Let G1, G2, and GT be two multiplicative cyclic group of prime order p. Let e : G1 × G2 → GT be a
bilinear map having the following properties:

– Symmetric bilinearity: for all g1 ∈ G1, g2 ∈ G2 and a, b ∈ Zp, we have e(ga1 , g
b
2) = e(gb1, g

a
2 ) =

e(g1, g2)
a·b.

– Non-degeneracy: e(g1, g2) ̸= 1.

– The group operations in G1, G2 and e(·, ·) are efficiently computable.

The security of the proposed constructions hold as long as G1 ̸= G2 and no efficiently computable
homomorphism exists between G1 and G2 in either directions. In the sequel, the we refer to the tuple
(G1,G2,GT , p, e(·, ·)) as a bilinear environment.

Definition 1 (independence [Boy08]). Let p be some large prime, r, s, t, and c be positive integers.
Let R = ⟨r1, · · · , rr⟩ ∈ Fp[X1, · · · , Xc]

r, S = ⟨s1, · · · , ss⟩ ∈ Fp[X1, · · · , Xc]
s, and T = ⟨t1, · · · , tr⟩

∈ Fp[X1, · · · , Xc]
t be three tuples of multivariate polynomials over the field Fp. We say that polynomial

f ∈ Fp[X1, · · · , Xc] is dependant on the triple ⟨R,S, T ⟩ if there exists r · s + t constants {ϑ(a)
i,j }

i=r,j=s
i,j=1 ,

{ϑ(b)
k }tk=1 such that

f =
∑
i,j

ϑ
(a)
i,j · ri · sj +

∑
k

ϑ
(b)
k · tk

We say that f is independent of ⟨R,S, T ⟩ if f is not dependent on ⟨R,S, T ⟩.

Definition 2 (GDHE assumption [Boy08]). Let (G1,G2,GT , p, e(·, ·)) be a bilinear environment
and r, s, t, and c be positive integers. Let R = ⟨r1, · · · , rr⟩ ∈ Fp[X1, · · · , Xc]

r, S = ⟨s1, · · · , ss⟩ ∈
Fp[X1, · · · , Xc]

s, and T = ⟨t1, · · · , tr⟩ ∈ Fp[X1, · · · , Xc]
t be three tuples of multivariate polynomials over

the field Fp. The GDHE assumption states that, given the vector

H(x1, · · · , xn) = (g
R(x1,··· ,xn)
1 , g

S(x1,··· ,xn)
2 , e(g1, g2)

T (x1,··· ,xn)) ∈ Gs
1 ×Gs

2 ×Gs
T

it hard to decide whether U = e(g1, g2)
f(x1,··· ,xc)
t or U is random if f is independent of (R,S, T ).

3.2 Trusted Third Party Free Threshold Secret Sharing

In a secret sharing scheme, a secret is distributed among several participants organized in an access
structure listing all groups that can access the secret. The objective is to provide information specific to
each participant so that only a specific group of participants can reconstruct the secret. Several practical
secret sharing schemes have been proposed [BI92,ISN89,Ped91,Sha79]. In this work, we use the trusted
third party free threshold secret sharing construction proposed in [Ped91], which we briefly describe as
following.

Consider a system involving a set P = {P1, P2, · · · , Pn} of n participants and a threshold t (t ≤ n).
Let us suppose that to each participant Pi ∈ P is associated a unique scalar zi ∈ Z (∀Pi,∀Pj ∈ P : Pi ̸=
Pj ⇔ zi ̸= zj) representing the public identifier of the participant in the system. First, each participant Pi

selects a random scalar si ∈ Zp that will represent his/her sub-secret and generates a random polynomial
fi(x) of degree t − 1 such that fi(0) = si. The sum of sub-secrets S =

∑n
i=1 si will represented the

master secret that will be shared by the participant. Nevertheless, S is not known to any participant.
Second, each participant Pi computes the sub-shares si,j = fi(zj), 1 ≤ j ≤ n, j ̸= i and securely sends
si,j to Pj . Once a participant Pi receives sub-shares from all other n−1 participants, he/she/it computes
si,i = fi(zi) and computes it own master share as S′

i =
∑n

j=1 sj,i. Once each participant Pi has computed
his master share S′

i, the master secret key S can be constructed using the Lagrange interpolating formula
by any t out of n participants. Let us denote by S′

k, 1 ≤ k ≤ t the set of master shares to be used, the
master secret can be constructed as following.

t∑
k=1

S′
k ·

t∏
j=1,j ̸=k

zj
zj − zi

 =

n∑
i=1

Si = S

4 System and Security Models

In this section, we introduce the model we are considering. Then we define the scheme we are proposing,
the considered threat model, and the security requirements we aim to ensure.
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4.1 System Model

The system we consider to build our scheme is composed of five entities: A decentralized certificate
authority, multiple attribute authorities, data provides, data users, and a cloud server provider.

– The decentralized certificate authority (DCA) is a consortium blockchain-based PKI management
system e.g., [] which is responsible of the setup of the system by choosing it parameters such as,
the set of attributes and their respective public key components as well as the bilinear environment
to be used. It is also in charge of registering data users and attribute authorities. Finally, DCA is
responsible of choosing he robustness level that should be satisfied, i.e., the number of entities that
should be compromised to violate the confidentiality of the shared data. We stress that the DCA is
not involved in decryption key issuing and access revocation.

– Attribute authorities (AAs) are a set of entities that collaboratively control the access to the shared
data by cooperatively issuing decryption keys to data users, and revocation key to the cloud server
provider.

– Cloud storage provider (CSP) is responsible of providing data storage and computation capabilities,
e.g., outsourced decryption and ciphertext re-encryption.

– The data provider (DP) is the entity that aims to share its data. It encrypts his/her data using a
chosen access policy that specifies who can get access to his/her data.

– The data user (DU) represents an entity that will access and use the shared data. A DC is labeled
by a set of attributes. It is supposed to be able to download any encrypted (shared) data from the
cloud service. However, only DCs who are labeled with proper attributes can successfully decrypt the
retrieved encrypted data.

4.2 Definition Of Our Construction

Our construction consists of eight algorithms: GlobalSetup, CAKeyGen, AAKeyGen, Encrypt, Revoke,

DecKeyGen, PartialDecrypt, and Decrypt. The algorithms GlobalSetup and CAKeyGen are performed
by DCA. AAKeyGen is performed by AAs. DecKeyGen is performed collaboratively between a DU and AAs.
Revoke is collaboratively performed by AAs and CSP. Encrypt is performed by DP. PartialDecrypt
algorithm involves DU and CSP. Finally, Decrypt is performed by DU.

– GlobalSetup(λ, t,Σ) → env is a probabilistic algorithm that takes as input the security parameter
λ, a robustness level t, and a set of attributes Σ. It outputs the public parameters of the system env.
The latter will be implicitly used by all the other algorithms and so will be omitted.

– AAKeygen()→ (SK,PK) is a probabilistic algorithm that returns a secret key share SK and a master
public key share PK. ¡

– CAKeyGen({PKi}) → MPK is a probabilistic algorithm that takes as input the master public key
shares {PKi} of the involved AAs and outputs a master public key MPK.

– Encrypt(M,M)→ χ is a probabilistic algorithm that takes a message M and access structure M and
outputs an encrypted data item bundle χ.

– DecKeyGen(MPK, AA) → K is a probabilistic algorithm that takes as input the master public key
MPK and the set of registered attribute authorities AA and output a secret decryption key K.

– Revoke(u, {σi})→ (MPK,ReK) is a probabilistic algorithm that takes as input a data user u and a
set of attributes {σi} and returns an updated master public key MPK and an updated re-encryption
key ReK.

– PartialDecrypt(SKcsp,K, ind) → () is a deterministic algorithm that takes as input the secret key
SKcsp of the CSP, a randomized decryption key K, and the index ind of the data item to decrypt χ
and returns a partially decrypted data item χ.

– Decrypt(K, χ) is a deterministic algorithm that takes as input a data used the decryption key K and
a partially decrypted data item χ.

4.3 Threat Model

In our scheme, as the DCA capabilities are supposed to be provided by a blockchain-based PKI manage-
ment system, then we fairly assume that the DCA is an trusted single point of failure-free entity. Hence,
DCA is supposed to issue correct signed certificates to the different registered entities involved in the
system.

Attribute authorities involved in the system are considered as honest-but-curious entities. They are
honest in the sense that they are supposed to correctly perform the different operations of our construc-
tion, but we suppose that some of them can be corrupted by an adversary who aim to learn as much
information as possible about the data. Similarly, we assume that the CSP is also honest-but-curious as
it will correctly follow the proposed protocol, yet may try to lean information about the shared data.

Data consumers are considered in our construction to be malicious entities that can collude with each
other and/or with compromised attribute authorities.

Finally, we suppose that the CSP will not collude with data users to infer more information about the
shared data. We believe that this last assumption is fairly reasonable since, in a free market environment,
an open dishonest behavior will result in considerable damages for the involved entities.

4.4 Security Requirements

Three security requirements are considered in our construction. Collusion resistance, robustness, as well
as forward and backward secrecy.
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Collusion Resistance Since we suppose that multiple malicious data users may collude to gain access
to an encrypted data that none of them can access alone, we require our construction to be secure against
such collusion attack as formalize by the following definition.

Definition 3 (Collusion Resistance). Let λ be the security parameter, A be the adversary, C be the
challenger. We consider the following game that we denote ExpCA.

1. Setup: C executes the algorithms GlobalSetup, AAKe- yGen, and CAKeyGen. It then shares the public
parameters env and the master public key MPK with A.

2. Query – Phase 1: A can make a set of n adaptive secret decryption key queries by executing DecKeyGen.
For each query Qi, A is allowed to choose the set of attributes Σi that should be involved in the
decryption key. For each query Qi, C executes DecKeyGen to generate a valid secret decryption key
Ki and sends it back to A.

3. Challenge: A chooses two equal-length messages M0, M1, and a challenge access structure M∗ such
that ∀i ∈ [1, n], Σi does not satisfy M∗. Then it sends them to C. The latter chooses a random
β ∈ {0, 1}, encrypts Mβ under M∗ to get the challenge ciphertext C∗, and sends C∗ to A.

4. Query – Phase 2: A can make adaptive secret decryption key queries as in phase 1. At this level, the
only restriction is that the set of attributes Σi involved in each query does not satisfies the challenge
access structure M∗, otherwise, A will trivially win the game by running the Decrypt algorithm.

5. Guess: A outputs its guess β′ of β.

We define A’s advantage by AdvExpC
A (λ) = |Pr[β = β′] − 1/2|. Our construction is said to be collusion

resistant if AdvExpC
A (λ) is negligible.

Robustness According to the threat model we are considering (Section 4.3), we suppose that a subset
of attribute authorities can be compromised by an adversary. Hence, we require our construction to be
robust. That is, any encrypted data item remains fully protected against unauthorized entities as far as
no more than t−1 attribute authorities are compromised. We formalize the robustness requirement using
the following definition.

Definition 4 ((t,n)-Robustness). Let λ be the security parameter, A be the adversary, and C be the
challenger. We consider the following game that we denote ExpRA. We omit the first four steps of the
game since they are the same as defined in ExpCA (Definition 3).

5. Compromise: In this step, A adaptively chooses t−1 < n attribute authorities and compromises them
to get their master secret key shares ski, i ∈ [1, t− 1].

6. Guess: A outputs its guess β′ of β.

We define A’s advantage by AdvExpR
A (λ) = |Pr[β = β′]−1/2|. Our construction is said to be (t,n)-Robust

if AdvExpR
A (λ) is negligible.

Forward Secrecy. Forward secrecy is a mandatory property for enabling secure revocation. In the
context of attribute based encryption, forward secrecy requires that it should not be feasible for a data
user to decrypt the previous and subsequent ciphertexts, if his/her attributes required in decryption are
revoked. This requirement is formalized using the following definition.

Definition 5 (Forward Secrecy). Let λ be the security parameter, A be the adversary, and C be the
challenger. We consider the following game that we denote ExpB−F

A . The first step of this game is the
same as defined in ExpCA (Definition 3) and so will be omitted.

2. Query – Pre revocation: this phase is carried out according to the following two steps.

(a) A performs a secret decryption key queries by executing DecKeyGen. For this query, A is allowed
to choose the set of attributes Σ∗ that should be involved in the secret decryption key. Once the
query is received by C, it executes DecKeyGen to generate a valid secret decryption key K and
sends it back to A.

(b) A chooses two equal-length messages M0, M1, and an access structure M∗
1 such that Σ∗ satisfies

M∗
1, i.e., A can use the secret decryption key K requested in the step (2)(a) to decrypt the two

data item M0, M1. A sends M0, M1, and M∗
1 to C who encrypts M0, M1 to get the two ciphertexts

C0, C1.

3. Revocation: C revokes a subset Σ′ ⊆ Σ∗ of attributes from A such that Σ∗\Σ′ no longer satisfies M∗
1.

4. Query – Post revocation: A chooses two equal-length messages M ′
0, M

′
1, and an access structure M∗

2

such that Σ∗\Σ′ does not satisfy M∗
2. A sends M ′

0, M
′
1, and M∗

2 to C who encrypts M ′
0, M

′
1 to get

the two ciphertexts C ′
0, C

′
1.

5. Challenge: C chooses randomly β1, β2 ∈ {0, 1}, re-encrypts Cβ and C ′
β using the re-encryption key

ReK and sends them to A.
6. Guess: A outputs its guesses β′

1 and β′
2 of β1 and β2 respectively.

We define AdvExpB−F
A,β1 (λ) = |Pr[β1 = β′

1]−1/2| and AdvExpB−F
A,β2 (λ) = |Pr[β2 = β′

2]−1/2|. Our construc-

tion is said to be forward secure if AdvExpB−F
A,β1 (λ) and AdvExpB−F

A,β2 (λ) are negligible.

5



5 Our Proposed Scheme

We now present the detailed constructions. We emphasis that, since the DCA capabilities are provided by
a consortium blockchain-based PKI management system, we use the same blockchain as a trusted shared
storage to store the different public elements exchanged between the different parties that compose our
system. Hence, the consortium blockchain is supposed to be accessible to all the entities involved in the
system. In the sequel, we refer to the consortium blockchain as B.

5.1 System Initialization

The initialization of the system is performed as described in the following.

GlobalSetup Let (G1,G2,GT , p, e(·, ·)) be a bilinear environment, g1 and g2 be a random elements of
G1 and G2 respectively. The DCA defines a cryptographic hash functions H : GT → 0, 1m for some
m. Then, it chooses an unforgeable under adaptive chosen message attacks signature system Ξ and
generates a signature key CMK and a verification key VMK. This process sends the pubic parameters
env = (G1,G2,GT , p, e(·, ·), g1, g2, H, Ξ,CMK,VMK) to B for storage.

System Initialization The system is initialized using the following steps.

– AA registration: Each attribute authority AAi uses Ξ generates a private key SKAAi and a public
key PKAAi and sends a registration request to DCA. If AAi is a legal authority, the DCA gener-
ates a random global identity aid ∈ Zp, issues a signed certificate Certaid, and submits the couple
(aid, Certaid) for storage in B.

– CSP registration: This step is triggered when CSP sends a registration query to the DCA. Then
the DCA assigns a random identifier cspid ∈ Zp, issues a certificates Certcspid, and submits the
couple (cspid, Certcspid) for storage in B. The secret key of CSP will be initially empty SKcsp = ∅.
The latter will be used to enforce access revocation by updating the encrypted data item.

– Robustness level selection: Let us suppose that n attribute authorities AA = {A1, · · · , An} are
registered in the system. Using this process, the DCA chooses the robustness level t (t < n) that
should be satisfied and and sends the master public key MPK = (env, n, t) for storage in B.

– AA key generation: This process is performed by each one of the n attribute authorities. The
process requires the cooperation of the attribute authorities with each other to call the trusted third
party free threshold secret sharing (Section 3.2). Each Ai performs the following steps:
• Select three random scalars ai, αi, αi ∈ Zp as a sub-secrets and generate three random polynomials
fi(x), hi(x), and hi(x) of degree t − 1 such that fi(0) = ai, hi(0) = αi, and hi(0) = αi. Then

for all j ∈ {1, 2, · · · , n}\{i}, calculate s
{a}
i,j = fi(aidj), s

{α}
i,j = hi(aidj), and s

{α}
i,j = hi(aidj), and

send s
{a}
i,j , s

{α}
i,j , and s

{α}
i,j securely to Aj .

• After receiving s
{a}
j,i , s

{α}
j,i and s

{α}
j,i from all other n− 1 AAs, each Ai calculates

sk
{k}
i =

n∑
j=1

s
{k}
j,i , k ∈ {a, α, α}

pkai = g
sk

{a}
i

1 , pkai = g
sk

{a}
i

2 , pkei = e(g1, g2)
sk

{α}
i , pkri = g

sk
{α}
i

2 . Finally, each Ai sends its
master public key share PKi = {pkai, pkai, pkei, pkri} to B for storage. The secret key share

SKi = {sk{k}i }k∈{a,α,α}.

• For each attribute σ ∈ Σ, choose a random scalar θσ,i ∈ Zp , compute Θσ,i = g
θσ,i

1 and Θσ,i = g
θσ,i

2

and send it to the B for storage.
• For each attribute σ ∈ Σ, store an initially empty list of users Ur,σ denoting the users to whom
the attribute σ is revoked.

– Master public key generation: This step is performed by the DCA which randomly selects t out
of the n AAs master public key shares {PK1, · · · , PKn}. Let us denote by I the set of indices of the
t chosen master public key shares. The global public key of the system is then computed as follows.

pka =

t∏
i=1

(pkai)
∏

j∈I,j ̸=i
aidi

aidj−aidi = ga1

pka =

t∏
i=1

(pkai)
∏

j∈I,j ̸=i
aidi

aidj−aidi = ga2

pke =

t∏
i=1

(pkei)
∏

j∈I,j ̸=i
aidi

aidj−aidi = e(g1, g2)
α

pkr =

t∏
i=1

(pkri)
∏

j∈I,j ̸=i
aidi

aidj−aidi = gα2

with a =
∑n

i=1 ai, α =
∑n

i=1 αi, and α =
∑n

i=1 αi. Then the CA computes Θσ and Θσ, ∀σ ∈ Σ as
follows:

Θσ =

n∏
i=1

Θσ,i, Θσ =

n∏
i=1

Θσ,i
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Finally, DCA sends the master public key MPK = {env, pka, pka, pke, pkr,Θσ, Θσ, πp = 0}σ∈Σ to
B for storage. We note that the scalar πp represents the timestep on which the public key is created.
Meanwhile, the master key MK = {a, α, α} is shared among the different AAs and does not need to
be obtained by any entity.

We note here that the master secret shared key MSK = {a, α, α} where a =
∑n

i=1 ai, α =
∑n

i=1 αi,
and α =

∑n
i=1 αi is decided in the system, but it does not need to be obtained by any entity in the

system.

5.2 Data Sharing

The data encryption operation Encrypt is performed by the data provider independently. Before out-
sourcing the data file to the CSP, similarly to most ABE schemes, the data to be shared M is firstly
encrypted using a secure symmetric key algorithm (e.g., AES). Then, the used symmetric key will be
encrypted as we described in the following steps.

– The data provider starts by defining a monotone boolean formula involving a subset of attributes
Σ∗ ⊆ Σ as the access policy that should be enforced as a on the data to be outsourced/shared. Then
he/she executes the Encrypt algorithm who picks a random scalar s ∈ Zp and uses the component
pke of the master public key MPK to generate the symmetric key κ as:

κ = H(pkes) = H (e(g1, g2)
α·s)

The symmetric key κ is then used to encrypt the data item to be shared M to get a ciphertext that
we denote Eκ(M).

– The chosen access policy is then transformed into a Linear Secret Sharing Scheme (LSSS) access
structure (M, ρ) as described in [LC10] where M is an l × k LSSS matrix and ρ(x) maps each row
of M to an attribute σ ∈ Σ. Next, in order make sure that only the keys that satisfies (M, ρ) will
be able compute κ, we hide the random element s used to generate κ by choosing a random vector
v⃗ = {s, v2, · · · , vk} ∈ Zk

p. For each row vector Mi of M, λi = Mi · v⃗⊤ is calculated and a random
scalar ri ∈ Zp is chosen. The ciphertext encrypting the symmetric encryption key κ is computed as
following:

C = {C ′ = gs2, Ci = pka
λi ·Θ−ri

ρ(i), Di = gri2 }i∈[1,l]

Finally, the data owner sends the encrypted data item bundle χ = (Eκ(M), C, πc = πp). Similarly, πc

is used to denote the timestep on which the data item has been encrypted. The timestep of encrypted
data item is the same as the timestep associated the the master public key MPK.

5.3 User Registration and Key Generation

When a user ui joins the system, he/she sends a registration query to the DCA to get a unique uid and
a signed certificate Certuid. Let us denote by Σui

the set of attributes that has to be assigned to ui

according to the role he/she plays in the system. Thus, in order of generate a secret decryption key, ui

has to perform the following two steps.

– First, the data user ui selects t out of the n registered attribute authorities according to his/her own
preferences. Then, ui separately queries each of the selected t attribute authorities to request a secret
decryption key share. We emphasis that a data user will be able to generate a valid secret decryption
key if and only if he/she gets t secret decryption key shares from t different attribute authorities.
In order to request a secret decryption key share from an attribute authority Aj , ui sends a secret
decryption issuance query containing the identifier uid of ui and signed using Certuid to Aj . Once the
query is recieved by the Aj , its starts by checking the signature of DCA on Certuid then authenticates
the request content by verifying the signature of ui on the request. If ui is authorized to access the
shared data, then Aj assigns the set of attributes

Σ(j)
ui

= Σui
\{σ|ui ∈ Ur,σ}

to the ui where {σ|ui ∈ Ur,σ} is the set of attributes that has been revoked from ui. Then, Aj chooses
a random scalar bj ∈ Zp and then uses the MPK to generate a secret decryption key share for u as
following:

Kui,j =
{
Kj = g

skj

1 · pkabj , Lj = g
bj
1 , Kσ = Θbj

σ

}
σ∈Σ

(j)
ui

We emphasis here that the queried attributes authorities may assign different attributes Σ
(j)
ui to ui. If

that is the case, the computed decryption key will involves only the set of attributes Σui = ∩tj=0Σ
(j)
ui

that are assigned by all t attribute authorities.

– Once ui gains t secret decryption key shares from t different attribute authorities, he/she computes
his/her secret decryption key as following.
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K =

t∏
i=1

K

∏t
j=1,j ̸=i

aidj
aidj−aidi

i

= gα1 · g
a·
∑t

i=1(bi·
∏

j=1,j ̸=i

aidj
aidj−aidi

)

1

L = g

∑t
i=1(bi·

∏
j=1,j ̸=i

aidj
aidj−aidi

)

1

Kσ = Θ

∑t
i=1(bi·

∏
j=1,j ̸=i

aidj
aidj−aidi

)

σ , σ ∈ Σui

For sake of simplicity, let us introduce the parameter d:

d =

t∑
i=1

bi ·
∏

j=1,j ̸=i

aidj
aidj − aidi


Therefore, the user’s secret key can be simplified as following:

Ku =
{
K = gα1 · ga·d1 , L = gd1 , Kσ = Θd

σ, πu = πp

}
σ∈Σui

5.4 Access Revocation

Our construction aims to achieve robust fine-grained and on-demand access revocation. That is, it requires
the collaboration of t out of the n registered attribute authorities to perform access revocation. The
revocation process is performed according to the following three steps.

Collaborative Revocation Request The access revocation process is triggered by an attribute au-
thority Ai who wants to revoke the access granted by specific set of attributes Σr ∈ Σ to a specific set
of data users Ur. Ai generates a random scalar t ∈ Zp and computes

Ri = {Ri = g
t·skα

i
2 , Rv = pkrt, Rb = gt2, Σr,Ur}

Then, Ai signs Ri using Certaid, sends it to B for storage, and broadcasts the revocation request to other
registered attribute authorities. . Once the revocation request is received by the attribute authorities,
each Aj , j ∈ [1, n]\{i} will analyze the access revocation request. If it is legitimate, it computes the
revocation request share as following

Rj = {Rj = R
skα

j

b , Rv = pkrt, Σr,Ur}

signs Rj and sends it to B for storage.
Each of the attribute authorities that participates to the previous collaborative revocation request

will update locally the list of revoked user for each attribute as following:

∀σ ∈ Σr : Ur,σ = Ur,σ ∪ Ur

.

Revocation Enforcement Once more than t − 1 shares for a revocation request are committed to B,
the CSP computes

t∏
i=1

Ri

∏t
j=1,j ̸=i

aidj
aidj−aidi

and checks if the latter is equal to Rv. If it is the case, the CSP will be sure that the access revocation
is requested by at least t out of the registered n attribute authorities. This is due to the usage of the
trusted third party free threshold secret sharing, the collaboration of t attribute authorities are required
to compute the shared secret scalar α.

Then, the CSP generates a random scalar z ∈ Zp and updates the master public key MPK as

∀σ ∈ Σr : Θσ ← Θz
σ, Θσ ← Θ

z

σ, and πp ← πp + 1

Then, the CSP updates its secret key SKcsp as

SKcsp ← SKcsp ∪ {µπp = z}

Finally, the CSP sends the updated MPK for storage in B.

Secret Decryption Key Updating Once an access revocation request is enforced, each data user
needs to request new fresh secret decryption as described in Section 5.3.
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5.5 Outsourced Pre-decryption and User Decryption

Our construction allows a data user to outsource a part of the decryption computation to the CSP.
The main objective of this feature is to allow a data user to shift expensive computations, i.e., pairing
operations to CSP without disclosing any information about the shared data to CSP. Outsourced pre-
decryption is performed according to the following steps.

Secret Decryption Key Randomization The data user u start by randomizing its secret decryption
key as follows. It picks a random scalar x ∈ Zp and computes:

Ku = {K ′ = Kx, L′ = Lx,K ′
σ = Kx

σ , πu}

Then, u sends Ku and the index ind of the data item to be accessed to the CSP.

Outsourced Pre-decryption After receiving (Ku, ind), the CSP performs the PartialDecrypt algo-
rithm which we detail in Algorithm 1. To be useful for pre-decrypting the data item, the randomized
secret decryption key Ku should includes a set of attributes Σu that satisfies the access structure (M, ρ)
used to encrypt the requested data item. As detailed in Algorithm 1, the PartialDecrypt algorithm
takes as input the secret key SKcsp of the CSP, randomized secret decryption key Ku, the master public
key MPK, and the index ind of the data item to encrypt. It outputs a pre-decrypted symmetric key κ
and the data item ciphertext Ekappa(M).

Input: SKcsp,Ku,MPK, ind
Output: κ,Eκ(M)
(Eκ(M), C, πc) = get item(ind)

I = {i : ρ(i) ∈ Σu}
if πu < πp then

return exception("outdated decryption key")

end
{C′, Ci, Di}i∈[1,l] = C
if πc < πp then

z = 1
for in ∈]πc, πp] do

z = z ∗ µi

end
foreach i ∈ [1, l] do

Di = Dz
i

end
update data item(ind,C, πp))

end

κ = e(K′,C′)∏
i∈I(e(L′,Ci)·e(K′

i,Di))
wi)

return (κ,Eκ(M))

Algorithm 1: Outsourced Pre-decryption. Mu is used to denote the sub-matrix of M, where each
row of Mu corresponds to an attribute in Σu, I is a subset of {1, 2, · · · , l}, and Mi is used to denote
the ith row of the matrixM. Finally, let {wi}i∈I be constants such that

∑
i∈I wi·Mi = (1, 0, · · · , 0).

User Decryption Once the user retrieves the pre-decrypted symmetric key κ and the ciphertext Eκ(M),
the user can recover the symmetric key κ by performing the following operations:

κ = H
(
κ1/x

)
which can be used to decrypt the data item.

6 Security Results

This section presents the security results of our construction. First, in Theorem 1 we show that the our
construction provides a correct and fine grained access control capabilities. Then, we prove the collusion
resistance, the robustness and the backward and forward secrecy properties in Theorems 2, 3, and 4
respectively.

Theorem 1 (Correctness). Given a data user u to whom a set of attributes Σu is assigned and a
ciphertext C encrypted using an access structure M. Let us denote by Σr ⊂ Σu the revoked attributes for
u. As long as Σu\Σr satisfies M, then the secret decryption key issued to u allows recovering the plaintext
of C.

Proof. The proof is by contradiction. Suppose, contrary to the statement of the theorem, that there exists
a timestep π of the system on which the user u cannot recover the plaintext of C.
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As described in Section 5.1, CSP’s secret key is initially empty (SKcsp = ∅) and the master public
key MPK = {env, pka, pka, pke, pkr,Θσ, Θσ, πp = 0}σ∈Σ . Let us denote by Θσ,π (resp. Θσ,π) the value
of Θσ (resp. Θσ) at timestep π of the system.

Let us now suppose that m access revocations are performed in the system, each revokes the set of
attributes Σr,i ∈ Σu from u, i ∈ [1,m]. According to the access revocation process of our construction
(Section 5.4), each access revocation enforced at the timestep π of the system adds a random scalar
µπ+1 ∈ Zp to SKcsp and updates the MPK as Θσ ← Θ

µπ+1
σ and Θσ ← Θ

µπ+1

σ .
Let us denote by Iσ = {i|σ ∈ Σr,i} the set indices of access revocations in which the attribute σ is

involved. At the timestep π,i.e., after performing π access revocations, we have SKcsp = {µi}πi=1, and

∀σ ∈ Σ : Θσ = Θ
∏

i∈Iσ
µi

σ,0 and Θσ = Θ
∏

i∈Iσ
µi

σ,0 .
According to Section 5.3, at any timestep π∗ ∈ [0,m], an updated secret decryption key, i.e., a secret

decryption key issued at timestep pi will have the form

Ku =
{
K = gα1 · ga·d1 , L = gd1 , Kσ = Θ

d·
∏

i∈Iσ
µi

σ,0 , πu = π∗
}
σ∈Σui

Now, according to Algorithm 1 (lines 7 to 16), an updated encrypted data item is a data item where
πc = πp and

C = {C ′ = gs2, Ci = pka
λi ·Θ

−ri·
∏

i∈Iρ(i)
µi

ρ(i),0 , Di = gri2 }i∈[1,l]

Now, according to the outsourced pre-decryption process of our construction, the randomized secret
decryption key is

Ku = {K ′ = Kx, L′ = Lx,K ′
σ = Kx

σ , πu}

As we suppose that Σu\Σr satisfies the access structure M used to encrypt C. Then, we have

∃I ⊆ {i|ρ(i) ∈ Σu\Σr},∃ wi :
∑
i∈I

wi ·Mi = (1, 0, · · · , 0)

where Mi denotes the ith row of the matrix M. Then, according to Algorithm 1 (line 17), we have

κ =
e(K ′, C ′)∏

i∈I (e(L
′, Ci) · e(K ′

i, Di))wi)

=
e(gα·x1 · ga·d·x1 , gs2)∏

i∈I

(
e(gd·x1 , ga·λi

2 ·Θ
−ri·

∏
j∈Iρ(i)

µi

ρ(i),0 ) · e(Θd·x·
∏

j∈Iσ
µi

ρ(i),0 , gri2 )

)wi

= e(g1, g2)
α·s·x.

Then by applying the user decryption operation we get

H
(
κ1/x

)
= H (e(g1, g2)

α·s) = κ

Finally, κ can be used to recover the plaintext of C which contradicts our assumption.

Theorem 2 (Collusion Resistance). Our construction is collusion resistant under the GDHE assump-
tion.

Proof. We prove the collusion resistance property using the security game ExpCA (Definition 3). In the
following we show that the advantage of the adversary A to win ExpCA is negligible under the GDHE
assumption (Definition 2).

Let us denote by ΩG1
, ΩG2

, and ΩGt
the set of elements of G1, G2, and Gt respectively that are

to be known by A during ExpCA. According to the latter, first the challenger performs GlobalSetup,
AAKeyGen, and CAKeyGen and sends env = (G1,G2,GT , p, e(·, ·), g1, g2, H, Ξ,CMK,VMK) and MPK =
{env, pka, pka, pke, pkr,Θσ, Θσ, πp = 0}σ∈Σ to A. Hence, at the end of the setup phase, we have:

ΩG1
= {pka,Θσ}σ∈Σ

ΩG2 = {pka, pkr,Θσ}σ∈Σ

ΩGt = {pke}

Afterwards, during the first phase of the query step, each secret decryption request query Qj issued

by A and answered by C adds {gski,j

1 · pkabi,j , gbi,j1 , Θ
bi,j
σ }σ∈Σj ,i∈Aj

to ΩG1
and nothing to ΩG2

and ΩGt
,

where Aj is used to denote the indices (in the set of all registered AA) of the attribute authorities
used by C to answer the query Qj . Then, in the challenge phase, the ciphertext C∗ returned to A adds

{gs2, pka
λi · Θri

ρ(i), g
ri
2 }i∈[1,l] to ΩG2

and nothing to ΩG1
and ΩGt

. Then, similarly to the first phase, the

second phase of the query step adds {gski,j

1 ·pkabi,j , gbi,j1 , Θ
bi,j
σ }σ∈Σj

to ΩG1
and nothing to ΩG2

and ΩGt
.

Hence, at the end of the second phase of the query step, supposing that A performs m secret decryption
queries during the query phase, he/she disposes of the following elements

ΩG1 ={pka,Θσ, g
ski,j

1 · pkabi,j , gbi,j1 , Θbi,j
σ }σ∈Σj ,j∈[1,m],i∈Ai

ΩG2
={pka, pkr,Θσ, g

s
2, pka

λi ·Θri
ρ(i), g

ri
2 }i∈[1,l]

ΩGt
={pke}
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Hence, to prove the theorem we need to show that the advantage of A to decide whether the element
U ∈ Gt used to generate the symmetric key κ is equal to pkes or a random element of Gt is negligible.
According to the GHDE assumption, the previous statement can be proved by showing that f = α · s is
independent of (R,S, T ) where

R = {a,
n∑

i=1

θσ,i, ski,j + bi,j , bi,j ·
n∑

i=1

θσ,i}σ∈Σ,j∈[1,m],i∈Ai

S = {a, α,
n∑

i=1

θσ,i, s, a · λj + rj ·
n∑

i=1

θσ,i, rj}i∈[1,n],j∈[1,l]

T = {α}

According to Definition 1, to prove that f is independent of (R,S, T ), we need to prove that no com-
bination of elements from (R,S, T ) could exists with non-negligible probability such that there exists

constants ϑ
(a)
i,j , ϑ

(b)
k so that the following equation holds:

α · s =
∑
i,j

ϑ
(a)
i,j · ri · sj +

∑
k

ϑ
(b)
k · tk (1)

At this level, we emphasis that since a, θσ,i, and bi,j are random variables in Zp, then the probability
that a combination of these elements will give f is negligible. Then all elements of R involving a, θσ,i,
and bi,j cannot be part of Equation 3, which means that R = ∅. Similarly we can exclude the elements
a, α,

∑n
i=1 θσ,i, and rj from S to get S = {s}. So, let ϑ(1), ϑ(2) be constant such that:

α · s = ϑ(1) · s+ ϑ(2) · α (2)

To conclude the proof, we need to show that no ϑ(1) and ϑ(2) can exist such that Equation 2 holds. So
let us consider Equation 2 as a polynomial in α and we regroup the monomials according to their degree
in α to get ϑ(1) · s = 0. Since s is a random variable in Zp, then ϑ(1) = 0. Finally, we do the same by
considering Equation 2 as a polynomial in s we get α = ϑ(1) (I). However, since α is generated randomly
from Zp, then ϑ(1) ̸= 0 with overwhelming probability, which contradicts (I) and concludes the proof.

Theorem 3 (Robustness). Our construction is (t, n)-robust under the GDHE assumption.

Proof. According to Definition 4, to prove the robustness of our construction, we need to show that the
advantage of the adversary A for winning the game ExpRA is negligible under the GDHE assumption.

Similarly, we use ΩG1
, ΩG2

, and ΩGt
to denote the set of elements of G1, G2, and Gt respectively that

are to be known by A during ExpCA . As the first four steps of the ExpRA security game (Definition 4) are
the same in the security game ExpCA (Definition 3), then we follow the same strategy as in the proof of
Theorem 2 to show that at the end of the four step of the security game ExpRA, we have

ΩG1 ={pka,Θσ, g
ski,j

1 · pkabi,j , gbi,j1 , Θbi,j
σ }σ∈Σj ,j∈[1,m],i∈Ai

ΩG2
={pka, pkr,Θσ, g

s
2, pka

λi ·Θri
ρ(i), g

ri
2 }i∈[1,l]

ΩGt
={pke}

In the step 5 of ExpRA, A can adaptively choose t − 1 out the n registered attribute authorities and
compromise them to get their secret key shares. Let us denote by AAc the set of compromised attribute

authorities. Knowing the secret key shares SKA, A ∈ AAc, the adversary A can compute G
SKz

A
i for all

z ∈ Z, all Gi ∈ ΩGi
, and all A ∈ AAc. Therefore, to prove the theorem, we need to show that the

advantage of A to decide whether the element U ∈ Gt used to generate the symmetric key κ is equal to
pkes or a random element of Gt is negligible. Relying on the GDHE assumption, the previous statement
can be proved if we can show that f = α · s is independent of (R,S, T ) where

R = {a · SKz
A, SK

z
A ·

n∑
i=1

θσ,i, (ski,j + bi,j) · SKz
A, SK

z
A · bi,j ·

n∑
i=1

θσ,i}σ∈Σ,j∈[1,m],i∈Ai,z∈Z,A∈AAc

S = {a · SKz
A, α · SKz

A, SK
z
A ·

n∑
i=1

θσ,i, s·, SKz
A · (a · λj + rj ·

n∑
i=1

θσ,i), SK
z
A · rj}i∈[1,n],j∈[1,l],z∈Z,A∈AAc

T = {α · SKz
A}z∈Z,A∈AAc

Now based on the dependence definition (Definition 1), to prove the theorem we need to show that no
combination of elements of (R,S, T ) could exists with non-negligible probability such that there exists

constants ϑ
(a)
i,j , ϑ

(b)
k so that the following equation holds:

α · s =
∑
i,j

ϑ
(a)
i,j · ri · sj +

∑
k

ϑ
(b)
k · tk (3)

By, following the same reasoning as in the proof of Theorem 3, we can exclude all elements containing α,
a, θσ,i, and bi,j from the sets R, S, and T . Then we get

R = ∅, S = {s · SKz
A}z∈Z,A∈AAc

and T = {α · SKz
A}z∈Z,A∈AAc
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So, let ϑ
(1)
z,A, ϑ

(2)
z,A be constant such that:

α · s =
∑

z∈Z,A∈AAc

ϑ
(1)
z,A · s · SK

z
A +

∑
z∈Z,A∈AAc

ϑ
(2)
z,A · α · SK

z
A (4)

To prove that f is independent of (R,S, T ), we need to show that no ϑ
(1)
z,A and ϑ

(2)
z,A for all z ∈ Z and all

A ∈ AAc can exist such that Equation 4 holds. Now let us consider the previous equation as a polynomial
in s. We regroup the monomials according to their degree in s to get

(i)
∑

z∈Z,A∈AAc
ϑ
(2)
z,A · α · SKz

A = 0

(ii) α · s =
∑

z∈Z,A∈AAc
ϑ
(1)
z,A · s · SKz

A

First, let us focus on Equation (i). If the latter holds, then this means that one of the following condition
holds:

(i.1) α is a root of non-zero polynomial of degree one
(i.2) SKA is a root of non-zero polynomial of degree z

(i.3) ∀z ∈ Z, A ∈ AAcϑ
(2)
z,A = 0

Since α and SKA are chosen randomly from Zp, with p is large prime, then the first two conditions hold
with negligible probability of 1/p and z/p respectively. Therefore, we deduce (I) that condition (i.3) holds
with overwhelming probability.

Now let us focus on Equation (ii) and consider it as a polynomial in s, then we get

α =
∑

z∈Z,A∈AAc

ϑ
(1)
z,A · SK

z
A

n∑
i=1

fi(0) =
∑

z∈Z,A∈AAc

ϑ
(1)
z,A ·

(
n∑

i=1

fi(idA)

)z (5)

At this level, let us consider the previous equation (Equation 5) as a polynomial in fi. We regroup the
monomials according to their degree in fi to get the following:

(ii.1) ∀z > 1,
∑

z∈Z,A∈AAc
ϑ
(1)
z,A · (

∑n
i=1 fi(idA))

z
= 0

(ii.2)
∑n

i=1 fi(0) =
∑

A∈AAc
ϑ
(1)
z,A ·

∑n
i=1 fi(idA)

From equation (ii.1), since fi is randomly chosen from Zp, then we can deduce (II) that, with overwhelm-

ing probability (≃ z/p), for all z > 1, all A ∈ AAc, ϑ
(1)
z,A = 0.

Now let us focus on Equation (ii.2). Since AAc is composed of t−1 attribute authorities, let us denote

by {A(c)
1 , · · · , A(c)

t } the set of attribute authorities in AAc. Then using the previous notation, we can
rewrite Equation (ii.2) as

n∑
i=1

fi(0) =

n∑
i=1

t−1∑
j=1

ϑ
(1)
1,t · fi(idA) (6)

As ∀i ∈ [1, n], fi is randomly chosen from Zt−1
p , then we have

∀i ∈ [1, n], fi(0) =

t−1∑
j=1

ϑ
(1)
1,t · fi(idA) (7)

Now, by considering the fact that for all i ∈ [1, n], fi is a polynomial of degree t− 1, then if Equation 7
holds, then one can use it to break the security of Shamir’s secret sharing scheme [Sha79] which has been

proven to be unconditionally secure. Then no ϑ
(1)
1,t can be found so that Equation 7 holds (III). Then,

(I), (II), and (III) conclude the proof.

Theorem 4. Our construction is backward and forward secure under the GDHE assumption.

Proof. According to Definition 5, to prove that our scheme ensures forward (resp. backward) secrecy, we

need to show that AdvExpB−F
A,β1 (λ) (resp. AdvExpB−F

A,β2 (λ)) is negligible under the GDHE assumption.
Similarly to previous proofs, let us denote by ΩG1

, ΩG2
, and ΩGt

the set of elements of G1, G2, and
Gt respectively that are to be known by A during ExpB−F

A . At the end of the step (2)(a), the secret
decryption key issued by C and sent to A adds

{gα1 · ga·d1 , gd1 , Θ
d
σ}σ∈Σ∗

to ΩG1
and nothing to ΩG2

and ΩGt
. The step (2)(b) of ExpB−F

A adds nothing to ΩG1
, ΩG2

and ΩGt
.

Furthermore, during the step (3) of ExpB−F
A , the access revocation operation adds the random scalar

µ ∈ Zp to the secret key SKCSP of the CSP and update the master public key MPK by setting Θ ← Θµ
σ

and Θσ ← Θ
µ

σ for all σ ∈ Σ′. Hence, the revocation step adds Θµ
σ to G1, Θ

µ

σ to G2 and nothing to Gt.
Similarly to the step (2)(b), the step (4) adds nothing to G1, G2 and Gt. Finally, the challenge step (step
(5)) adds

{gs2, pka
λi ·Θµ·ri

ρ(i) , g
ri
2 , gs

′

2 , pka
λ′
i ·Θµ·r′i

ρ′(i), g
r′i
2 , Θ

µ

σ, pkr}ρ(i)∈Σ∗,ρ′(i)∈Σ∗\Σ′,σ∈Σ′
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to ΩG2
and nothing to ΩG1

and ΩGt
. Hence, at the end of step (5), we have

ΩG1
= {gα1 · ga·d1 , gd1 , Θ

d
σ, Θ

µ
σ}σ∗∈Σ∗,σ∈Σ′

ΩG2 = {gs2, pka
λi ·Θµ·ri

ρ(i) , g
ri
2 , gs

′

2 , pka
λ′
i ·Θµ·r′i

ρ′(i), g
r′i
2 , Θ

µ

σ, pkr}ρ(i)∈Σ∗,ρ′(i)∈Σ∗\Σ′,σ∈Σ′

ΩGt
= {pke}

Therefore, to prove backward (resp. forward) secrecy, we need to show that the advantage of A to decide
whether U = e(g1, g2)

α·s (resp. U = e(g1, g2)
α·s′) or a random element of Gt is negligible. Based on the

GDHE assumption, the previous statement can be proved if we can show that f = α · s (resp. f ′ = α · s′)
is independent of (R,S,T) where

R =

{
α+ a · d, d, d ·

n∑
i=1

θσ,i, µ ·
n∑

i=1

θσ,i

}
σ∈Σ∗,j∈[1,m],i∈Ai

S =

{
s, a · λi, µ · ri ·

n∑
i=1

θσ,i, ri, s
′, a · λ′

i, µ · r′i ·
n∑

i=1

θσ,i, r
′
i

}
ρ(i)∈Σ∗,ρ′(i)∈Σ∗\Σ′,σ∈Σ′

T = {α}

Then to show that f (resp. f ′) is independent of (R,S,T), we must show that there exists no constants

ϑ
(a)
i,j , ϑ

(b)
k , ϑ

′(a)
i,j , ϑ

′(b)
k such that

α · s =
∑
i,j

ϑ
(a)
i,j · ri · sj +

∑
k

ϑ
(b)
k · tk and (8)

α · s′ =
∑
i,j

ϑ
′(a)
i,j · ri · sj +

∑
k

ϑ
′(b)
k · tk (9)

Let us start by Equation 8. Since a, d , θσ,i, α, s
′, ri, r

′
i, µ and s are random variables in Zp and that a,

d, θσ,i, s
′, ri, r

′
i, and µ, are independent of α and s, then the probability that a combination of elements

involving a, d, θσ,i, s
′, ri, r

′
i, and µ but not α, s, and λi will give f is negligible. So we can exclude

all elements of R,S, and T involving a, d, θσ,i, s
′, ri, r

′
i, and µ but not α, s, and λi from Equation 8.

Therefore we have

α · s = ϑ(1)(α+ a · d) · s+
∑

ρ(i)∈Σ∗

ϑ
(2)
i (α+ a · d) · (a · λi) + ϑ(3) · α (10)

Let us consider Equation 10 as a polynomial in α and regroup the the monomials according to their
degree in α to get

(i) α · s = ϑ(1) · α · s+ a · α
∑

ρ(i)∈Σ∗ ϑ
(2)
i · λi + ϑ(3) · α

(ii) ϑ(1) · a · d · s+ a2 · d
∑

ρ(i)∈Σ∗ ϑ
(2)
i · λi = 0

Let us now focus on Equation (i) by considering it as polynomial on a. By regrouping the monomials
according to their degree, we have:

(i.1) s = ϑ(1) · s+ ϑ(3)

(i.2)
∑

ρ(i)∈Σ∗ ϑ
(2)
i · λi = 0

At this level, by considering Equation (i.1) as polynomial is s, we get ϑ(1) = 1. Let us now focus on
Equation (ii) by considering it as polynomial in a. Then we have ϑ(1) · d · s = 0. As d and s are randomly
chosen from Zp, then ϑ(1) = 0 witch overwhelming probability, which contradicts ϑ(1) = 1 and prove that
Equation 8 does not hold. We can follow the same previous steps to prove that Equation 9 does not hold.

7 The complexity

In this section, we analyze the practicability of our construction regarding several properties. We evaluate
the storage, communication overheads, and the computation cost of the different operations used by our
construction. We also evaluate compare the sizes of the different keys to be used by the entities involved in
our construction. For a better understanding of the evaluation results, we conduct a comparative analysis
between our construction and TMACS [LXXH15]. Both schemes are achieving robustness while providing
ABE-based fine grained access control. The notations we used in the complexity evaluation are described
in Table 2.

7.1 Storage Complexity

In Table 3, we compare the storage complexity of our construction and TMACS on the different entities.
Specifically, we quantify the storage complexity in terms of the size of elements (e.g., group elements,
certificates, etc.) that are to be stored by each entity. Compared to TMACS, our construction requires less
information to be stored by DCA and AA. In addition the size of an encrypted data item in our scheme
is smaller than the one of TMACS. On the DU side, no more information needs to stored compared to
TMACS. When comes to CSP, our construction requires the CSP to store a revocation key of size linear
to the number of performed revocation operations. While the latter can be large in some use cases, we
stress that the CSP is supposed to have unlimited storage space. Note that the TMACS scheme does not
require the CSP to store any key as it does not allow access revocation.
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Notation Description

n The number of AAs
t Robustness level (≤ n)
NΣ The number of attributes in the system
Nu The number of attribute held by a user
NU The number of user in the system
NO The number of data owner in the system
NI Average data item size
l The number of rows of the access matrix
SG∗ The size of an element in G∗, ∗ ∈ {0, 1, t}
SZp The size of an element in Zp

π Number of performed access revocation
X Set of data encrypted items
NU,R Number of users concerned by a revocation request
NΣ,R Number of attributes concerned by a revocation request
M A group exponentiation operation
E A pairing operation

Table 2: Notations used in the conducted evaluation

Entity This work TMACS

DCA (NU + n)SZp (2NΣ + 10)SG1 + (2NU + n)SZp

AA (3 + 2NΣ)SZp (6 + 2NΣ)SZp

DP - -

DU (2 +Nu)SG1 (2 +Nu)SG1

CSP
Keys maxC∈X (π − πC)SZp -
Data (1 + 2l)SG2 (1 + 2l)SG2 + SGt

Table 3: Comparison of the storage complexity

7.2 Communication Complexity

In Table 4, we provide a comparison of the theoretical communication complexities incurred by the
different processes involved in our construction and TMACS. Specifically, we quantify the amount of
information (in terms of the sizes of used group elements) exchanged by each entity during the different
processes. As illustrate in the table, our construction does not include any communication overhead
compared to TMACS, except for (i) AA during the setup process and (ii) DU during the data decryption
process. However, we stress that both (linear) overheads can be tolerated since the first occurs only
once during the setup phase, while the second permit the DU to considerably reduce the amount of
computations required for data decryption (Table 5) by using the outsourced pre-decryption. Besides,
our construction slightly reduces the communication complexity for DCA and CSP during the setup and
the data decryption processes respectively.

Process Entities This work TMACS

Setup

DCA (2n+ 2NU + 2)SZp(2n+ 2NU + 2)SZp(2n+ 2NU + 2)SZp 4NU + 4NO + 2nNΣ

AA (5n+3)SZp +(NΣ +
1)SG1 + (NΣ +
2)SG2 + SGt

(2n+ 1)SZp + SG1(2n+ 1)SZp + SG1(2n+ 1)SZp + SG1

DU 4SZp 4SZp

DO (2NU + 1)SG2 (2NU + 1)SG2

Decryption Key AA (2 +Nu)SG1 (2 +Nu)SG1

Generation DU (2 +Nu)tSG1 (2 +Nu)tSG1

Data DU (2 +Nu)SG1 -
Decryption CSP SGt +NISGt +NISGt +NI (2 +Nu)SG2 +NI

Revocation
CSP (t + 1)SG2 +

NΣ,R(SG1 + SG2)
N/A

AA 3SG2+(2+Nu)(NU−
NU,R)SG1

N/A

DU (2 +Nu)tSG1

The items in bold represents the smallest communication complexity of two com-
pared schemes, the sign (-) is used to indicate that no communication are required
by an entity, and we used (N/A) to indicate that the process is not supported by a
scheme.

Table 4: Comparison of the communication complexity

7.3 Computation Complexity

In this section, we give a comparative analysis of the computational complexity of our scheme and
TMACS. Table 5 shows, for the two constructions, the computational complexities of the different entities
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of the system when performing the different processes. The processes complexities are quantifies mainly
in terms of the number of group exponentiations and pairings. We note here that we ignore computations
related to certificate generation and signature as they are performed by most existing ABE schemes.

Process Entities This work TMACS

Setup
DCA 4tE tEtEtE
AA (4 + 2NΣ)E EEE

Decryption Key AA (2 + 2Nu)M (2 + 2Nu)M
Generation DU (2t+ tNu)M (2t+ tNu)M
Encryption DO E + (2l + 1)M E + (2l + 1)M

Decryption
DU MMM (1 + 2l)E
CSP (1 + 2l)E + (π − πC)M(1 + 2l)E + (π − πC)M(1 + 2l)E + (π − πC)M -

Revocation
CSP (t+ 2NΣ,R)M N/A
AA 3MN N/A
DU (2t+ tNu)M N/A

The items in bold represents the smallest communication complexity of two
compared schemes, the sign (-) is used to indicate that no communication are
required by an entity, and we used (N/A) to indicate that the process is not
supported by a scheme.

Table 5: Comparison of the computation complexity

The comparison shows that our construction does not include any computation overhead compared
to TMACS for performing data encryption and decryption key generation processes. Thanks to the
outsourcing pre-decryption, our construction drastically reduces the amount of computations required
to be performed by DU for decrypting a data item. However, our construction requires linearly in the
number of attributes more group exponentiations than TMACS to perform the setup process. Again,
we stress that this later computation overhead can be tolerated as it occurs only once during the setup
phase.

8 Conclusion

In this work, we propose the first CP-ABE fine-grained access control construction for outsourced data
that enable the following features simultaneously. First, it ensures robustness for both decryption key
issuing and access revocation while achieving forward secrecy. Second, it enables outsourced decryption
to reduce the decryption overhead for data users that have limited computational resources. Third, it
achieves adaptive (full) security in standard models. In the future, it will be interesting to investigate
whether we can extend the construction to ensure backward secrecy.
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