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ABSTRACT The idea of task scheduling is to increase the efficiency of a system by minimising wasted
time, evenly loading machines, or maximising the throughput of machines. Moreover, the use of appropriate
scheduling algorithms often leads to a reduction in the energy costs of the process. Task scheduling problems
are found in a variety of industrial areas, and their scale changes significantly depending on the problem.
This review shows the extent to which task scheduling methods are applied in industry. This paper presents
methods and algorithms for solving task scheduling problems. In addition, an analysis of the possibility of
using task scheduling methods to improve the efficiency of biological wastewater treatment plants was also
conducted. This approach is based on the assumption of a balancedworkload for multiple reactors. Analysing
the case study of a wastewater treatment plant in Swarzewo in Northern Poland is applied.

INDEX TERMS Algorithms, optimisation, SBR, task scheduling, wastewater treatment plant.

I. INTRODUCTION
Optimisation and scheduling are applied wherever there is a
need to reduce the cost and time of the performed processes.
Scheduling problems are common in modern technologies.
Many algorithms have been developed to solve simple single-
or multi-machine problems [1]–[3]. However, algorithms
exist for most simple scheduling problems. More efficient
algorithms are still being sought, andmore complex problems
are being analysed. A large number of new scheduling meth-
ods and problems originate from the need to optimise com-
puter computing. Where methods of optimal task scheduling
allow for more efficient use of central processing unit (CPU)
time and so result in higher performance of the operations
performed.

Task scheduling issues are optimization problems where
a global sequence of task execution is sought, taking into
account: time constraints, prioritisation of operations, rela-
tions between tasks related to the necessary technological
order. The expected result is an optimal schedule with respect
to the criterion adopted. The criterion may vary depending on
the task. The two basic ones are the shortest summary time for
task completion (makespan) and balanced machine load.
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In task scheduling issues, a distinction is made between
the occurrence of jobs, resources and operations. Jobs are
executed through the realisation of operations that consume
or occupy (use without consumption) resources. Depending
on the type and characteristics of the tasks, it can distin-
guish between single-machine and multi-machine schedul-
ing, flow-based or nest-based scheduling.

A task is a specific process at the end of which it obtain
a final product. In the information technology (IT) industry,
a task performed in a computing cloud or on a single pro-
cessor may be the execution of calculations within a spe-
cific programme or algorithm. In electronics and automation,
a task is usually a technological process. Tasks may also refer
to providing the required amount of energy to perform an
operation by a system component. Such problems are called
Energy Harvesting issues. In many industries, there are also
Crew Scheduling issues, where tasks are defined in terms
of the number of people needed to accomplish a specific
goal.

Resources can be classified into three types. The first
one concerns consumable resources such as: materials, semi-
finished products, machine elements, and chemical resources.
The second type are limited resources and include: elec-
tricity, water, capital. The last type of resources are renew-
able resources like personnel, machines, processor time and
robots.
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Operations are separate activities that are necessary for the
execution of a task, but can be distinguished from each other
by the time of execution or the type and number of resources
consumed. The necessary sequence of execution called tech-
nological order is also distinguished for operations.

In the general notation of the task scheduling prob-
lem, three sets corresponding to the mentioned arguments
are used. J = {1,2, . . . , j} is the set of tasks (jobs),
where each task consists of operations represented by the
set - O = {1,2, . . . , o}. The last set is M = {1,2, . . . , m} –
a set of machines, whereas in the literature one can observe
various designations describing these sets. The solution to the
problem defined this way are the start and end times of tasks
assigned to machines.

The history of job scheduling problems began with the
presentation of the job shop scheduling problem. The name of
this problem comes from its original source, the problem of
scheduling customer orders (jobs) in shop. Job shop is an opti-
misation issue commonly encountered in computer science
and operations research, and at the same time the best known
of the scheduling problems. Many variants of this problem
have been created, which introduce additional peculiarities
that change the structure of the problem. Such modifications
include the presence of parallel machine definitions or the
presence of necessary downtime between tasks.

One special variant of this issue is the flow-shop problem.
This definition of the problem assumes a strict sequence of
execution of all operations in all tasks. It corresponds to
the representation of a production process or computational
projects, where it is not possible to execute the next stage
without finishing the previous one.

In general terms, algorithms that solve task scheduling
problems are found in, among others:
• automotive industry, where they mainly cover the prob-
lems ofmanufacturing components for assembly or opti-
mising the operations performed on the machines of an
assembly line;

• the chemical and petrochemical industries, where
batches of products are processed in chemical reactors
and the characteristics and duration of the process deter-
mine the type of product obtained;

• the construction industry, both in the production of
building materials and the planning of construction
projects;

• the electronics industry, where automated production
lines produce different types of electronic assemblies or
components;

• information technology and cloud databases;
• layers of business management, including resources and
crew planning.

Task scheduling problems outside the IT environment
are much more difficult issues. Industrial processes have
detailed and specific requirements, management objectives
are diverse and often contradictory (operating costs versus
quality), and the production environment is characterised by
significant uncertainties.

This paper will present an overview of task scheduling
methods in different domains, indicating similarities in the
construction of problem models. A proposed model of a task
scheduling problem biological wastewater treatment plant
(WWTP) (for several sequential batch reactors (SBRs)) will
also be shown.

The remainder of this paper is organized as follows.
Review of algorithms used in scheduling tasks and descrip-
tion of selected research works are described in Section 2.
Description of the biological WWTP, defining the schedul-
ing problem and analysis of potential methods to be
applied in scheduling the operation of several SBRs are
presented in Section 3. The last section presents the
conclusions.

II. REVIEW OF TASK SCHEDULING ALGORITHMS
A. ALGORITHMS REVIEW
Methods for solving task scheduling problems can be divided
into two main groups. The first group consists of exact meth-
ods, i.e., those that perform calculations in a deterministic
way. The second one is non-deterministic methods, i.e., those
that use randomization mechanisms. The results obtained by
this type of algorithms present only approximate solutions.
Simple problems are usually solved by deterministic meth-
ods, but with the difficulty of the problem, the computational
complexity and time required to find solutions increases sig-
nificantly. As a result, solving complex problems with these
methods is not implemented in practice. Optimisation issues
concerning plants and problems belong to NP-hard issues.
Therefore, the contemporary trend focuses on the develop-
ment of non-deterministic algorithms. Many subgroups for
these methods have been created, among others: genetic and
evolutionary strategies, search methods, artificial intelligence
algorithms, simulated methods.

A graphical representation of the methods and subcate-
gories is shown in Fig. 1. The list of methods discussed in
the review with references are as follows:

• deterministic methods:
◦ Branch and Bound (B&B) [4]–[6]
◦ Dynamic Programming (DP) [7]–[10]
◦ Linear Programming (LP) [9]–[13]
◦ . . .

• non-deterministic methods:
◦ Genetic Algorithms (GA) [14]–[18]
◦ Differential Evolution (DE) [19]–[21]
◦ Memetic Algorithm (MA) [22]–[25]
◦ Cultural Algorithm (CA) [26]–[28]
◦ Particle Swarm Optimization (PSO) [29]–[32]
◦ Artificial Bee Colony (ABC) [33]–[37]
◦ Tabu Search (TS) [38]–[43]
◦ Local Search (LS) [44], [45]
◦ Beam Search (BS) [46]–[48]
◦ Simulated Annealing (SA) [49]–[52]
◦ Artificial Neural Network (ANN) [14], [53]–[57]
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FIGURE 1. Classification of task scheduling algorithms.

◦ Radial Basis Function Neural Networks
(RBFNN) [55]

◦ Augmented Neural Networks (AugNN) [56]
◦ . . .

Papers [4], [6], [14], [15], [24], [32], [35], [38], [39], [41],
[44], [48], [52] concern problems defined in terms of work
shop scheduling, in different variants. Research papers [5],
[20], [25], [54], [58] deal with flow shop problems. Papers
[10], [11], [18], [61], [62], [45] concern problems related to
human resource management and scheduling of work teams.
On the other hand, papers [12], [16], [19], [21], [22], [26],
[29], [30], [31], [33], [34], [51], [57] concern task schedul-
ing problems in cloud computing. Another group are papers
[23], [49], [54] that address problems related to distributed
industrial systems. Other scheduling problems encountered
in industry are the subject of papers [8], [9], [13], [27],
[37], [40], [53].

The main method described in [4]–[6] was Branch and
Bound (B&B). The name Branch and Bound comes from
the two main operators used in the algorithm. Branching is
a recursive process of replacing the problem space with a set
of smaller subproblems. It is achieved by searching the state
space. This operation makes the problem become a tree of
subproblems. The found solution of the problem establishes
an initial upper bound for other branches. The value of the
boundary is updated if and only if a better solution is found.
The limit is related to the evaluation of possible solutions in
the subproblem. In this method one can also distinguish an
elimination operation, which consists in eliminating subprob-
lems that do not lead to an improvement of the currently best
solution. The B&B algorithm can be represented by a search
tree. The tree is rooted in the original problem. An example
graphical representation of the method for a simple problem
with one machine and three tasks is illustrated in Fig. 2.

FIGURE 2. Example of branch and bound tree.

The key technique for solving task scheduling problems is
Dynamic Programming (DP) [7]–[10]. Similar to the B&B
method, in algorithms using the DP strategy, a division of
the problem into subproblems is introduced by specifying
additional parameters. The optimal solution of the full prob-
lem is a function of the solutions of the subproblems. The
tasks are solved from smaller to larger ones. DP algorithms
are based on finding a recursive equation that describes the
optimal value of the objective function. According to [8], [10]
a full implementation of dynamic programming for solving
the problem of task scheduling, which are mostly NP-hard
problems, is too expensive for direct implementation. In [8],
modifications to the algorithm have been proposed by intro-
ducing a function approximator, whereas in [10] the use of
dynamic programming to determine the lower bound of the
problem based on minimum paths was described.
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One of the basic exact techniques for solving mathemat-
ical programming problems is Linear Programming (LP).
The use of algorithms of this type in task scheduling prob-
lems has been presented in [9], [11]–[13]. The problem of
tasks scheduling, as an optimization problem, is reduced to
the form of linear constraints. According to [9] reducing
the scheduling process to the form of linear programming
requires a simple transformation. The number of tasks, oper-
ations, or variables representing resources are transformed
into constraints allowing the use of classical LP solution
methods. However, such a transformation can be applied only
to simple problems of task scheduling in which there are no
special features such as prioritization, technological order,
or required minimum completion times of specific tasks.

Genetic Algorithms (GA) are based on the mechanisms of
evolution and natural selection observed in nature [14]–[18].
A special feature of these algorithms is the inclusion of a
population of solutions on which crossover and mutation
operations leading to the creation of new solutions are per-
formed. There are many methods of mutation, selection or
succession. Each of these methods changes the behaviour of
the algorithm to a certain extent. There are many variations
of GA, but they all assume an identical cycle of the algorithm
(see Fig. 3).

The main parameters of these algorithms are crossover
probability, mutation probability and initial population.

Selection is a method of choosing individuals from a pop-
ulation to be crossed and mutated. Crossover is a method of
combining individuals to produce a new individual. Muta-
tion makes a small change in an individual. Succession is
the process of creating a new population for the next cycle
of the algorithm. In the classical view, the new individuals
created by the crossover method become the new population
of solutions, but there are methods that change the rules
of succession. Basic among these methods is the elitism,
ensuring that the best individual from the previous population
becomes part of the new one.

An individual, or a single solution to a problem in genetic
algorithms is represented as a chromosome. That is, a binary
sequence in which the actual numerical representation of the
result is encoded.

Evolutionary strategies, have the same genesis as GA but
have a different method of representing individuals. In evolu-
tionary algorithms an individual in the population represents
a specific solution to a task in real numerical form. The result
of not having a limited number of bits forming a chromo-
some is to improve the accuracy of the computation. How-
ever, evolutionary algorithms require different (adapted to the
task) crossover, mutation, selection or succession operations.
An example of crossover representation using an evolutionary
algorithm is shown in Fig. 4.

A subtype of evolutionary strategies is the Differen-
tial Evolution (DE) algorithm [19]–[21]. The characteristic
feature of this algorithm is the creation of new indi-
viduals (solutions) by combining several individuals from
the population. This is achieved by summing the vector

FIGURE 3. Scheme of the genetic algorithm.

FIGURE 4. Scheduling string mutation and matching string crossover [20].

differences of any two individuals in the population with a
third individual. The new individual becomes part of the next
population only if its adaptation function is better than that of
its parent. Such a selection scheme ensures that only solutions
better than or equal to the current one are generated from
iteration to iteration.

An application of the Memetic Algorithm (MA) was pre-
sented in [22]–[25]. The term ‘‘memetic’’ is inspired by
Richard Dawkin’s concept of the meme, the basic unit of
cultural transmission [63]. It is an algorithm based on a GA,
with a local search method introduced for a metaheuristic
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population. Local search is implemented through other search
algorithms, so the MA is hybrid and its exact design depends
on the search method applied.

Another algorithm from the evolutionary family is the
Cultural Algorithm (CA) [26]–[28]. It uses the assumption
that cultural evolution is seen as a process of inheritance.
In the description of this algorithm, two interacting spaces
are distinguished: the population space and the belief space.
In the first one, the microevolutionary process takes place, i.e.
concerning the individuals in the population. Each individual
in this layer is defined by behavioural traits that may be
socially acceptable or unacceptable. The best individuals in
the population through characteristics defined as acceptable
influence the development of macroevolution in the belief
space. In turn, the knowledge contained in the belief space
in a macroevolutionary way influences the process of creat-
ing new individuals. Due to the features of this algorithm,
the search for new optimal solutions is directed and addi-
tional knowledge about the solutions found so far is stored.
A representation of the spaces and their interaction in the
CA is shown in Fig. 5.

FIGURE 5. Scheme of the cultural algorithm.

In [29]–[32] optimization using Particle Swarm Optimiza-
tion (PSO) was described. The algorithm is derived from
mechanisms observed in nature for the behaviour of flocks
of birds and schools of fish. PSO is an algorithm with mem-
ory. Each individual in the population, called a particle, has
knowledge of its best solution, and the global best solution.
The position of the particle is a representation of the solution,
and is determined by the particle’s own knowledge as well as
interactions with its neighbours. The dual mechanism based
on local (own knowledge) as well as global (neighbours’
knowledge) search balances exploration and exploitation.

Another evolutionary approach is the Artificial Bee Colony
(ABC). An adaptation of this algorithm to task scheduling
issues was presented in [33]–[37]. This approach is rela-
tively new, as it was first presented in 2005. It simulates the

behaviour of a hive of honey bees while searching for food.
The algorithm is used to solve non-convex and non-smooth
optimization problems. Each food source in the algorithm
represents a real solution to the problem, in turn the quality
of the source (or amount of nectar) corresponds to the value
of the adaptation function. The ABC algorithm assumes that
there is only one bee for each food source. The population in
this algorithm is divided into three groupswith different tasks.
A distinction is made between: employed bee, onlooker bee,
and scout bee. The scout bees search for new food sources, the
employed bees exploit the selected source, and the onlooker
bees select the best of the current solutions and indicate.

Tabu Search (TS) is one of the most popular search algo-
rithms used in task scheduling problems [38]–[43]. It is usu-
ally used in a hybrid setup with the Path Relinking method.
TS is a strategy for solving optimization problems using a
local search adaptation mechanism. It takes into account both
the possibility of deteriorating the function in a given step,
which allows getting out of local minima, and forbidden
moves (Tabu), which introduce penalties for returning to pre-
vious solutions. This mechanism is an efficient search algo-
rithm with a strongly developed exploitation of the solution
space. Using the procedure of path relinking, which allows
finding new solutions between existing ones, an exploration
method - global search - is introduced into the algorithm.

A Local Search (LS) strategy in task scheduling problems
has been the subject of research works [44], [45]. Algorithms
of this type start with a sample solution and then proceed
to neighbouring solutions, searching the local area for an
optimum. To use this strategy, the problem must be repre-
sented as a space with a neighbourhood relation. LS is not a
specific algorithm, but an approach to solving an optimisation
problem. It is most often used as an additional element in
other algorithms.

Another of the search methods is Beam Search
(BS) [46]–[48]. This heuristic method is an adaptation of the
exact B&Bmethod, in which the tree search is not performed
completely, but only in a certain direction related to the
potential of the nodes. The evaluation of the potential of the
nodes can be performed by different methods, and the nodes
with the highest potential index are referred to as promis-
ing. In this search method at any level, only the promising
nodes are kept for further branching and the other nodes are
skipped. This approach allows for increased computational
speed compared to the B&Bmethod, but by rejecting initially
inferior solutions introduces the possibility of bypassing a
global extreme.

The Simulated Annealing (SA) algorithm is a method
that uses the temperature behaviour of the metallurgical pro-
cess. It is the main method for solving scheduling problems
in [49]–[52]. Simulated annealing algorithms are charac-
terised by their ability to search the problem globally and their
ability to get out of local minima. The algorithm assumes
the ability to accept potentially worse solutions, but with
running time and simulated cooling this ability disappears.
In the algorithm there is a continuity of transition between the
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exploration and exploitation phases, which are distinguished
in other non-deterministic algorithms.

Task scheduling techniques based on Artificial Neural Net-
works (ANN) are the subject of research in [14], [53]–[57].
ANN are a constantly developing approach inspired by the
work of the human brain. The algorithms being developed
simulate the information processing by neurons. In the con-
text of neural networks, it is difficult to talk about specific
algorithms, because the way of learning and the architecture
of the network, vary depending on the research task.

In general terms, a neural network consists of layers of
neurons. The inputs of the network are stimuli provided by
the environment and the output is the response to the data
stimulating specific neurons in the layers. A function describ-
ing each neuron decides whether a given stimulus causes its
activation. Neural networks require a learning process, during
which the weights in each layer of the network are matched.
A neural network is able to learn complex relationships and
consequences of actions taken in the external environment by
changing these weights. Similar to evolutionary algorithms,
there are many types of neural networks used in the solu-
tion of serialisation problems. The authors of the paper [55]
propose the use of radial basis functions (RBF) as activation
functions in neurons. On the other hand, the authors of [56]
present an Augmented Neural Network (AugNN) architec-
ture, which exploits the domain-specific knowledge of the
problem by using the correspondence between the network
structure and the problem structure.

B. LITERATURE REVIEW
In [50] a solution to the problem of scheduling independent
tasks by using a SA algorithm was presented. The prob-
lem is an NP-hard problem. The task is defined taking into
account the special real characteristics of the problem model.
The presented algorithm is described including: the objective
function, the termination conditions, the neighbour search
method and the cooling method, which is a special feature
of this class of algorithms. The authors presented test results
in Matlab environment with comparison to a number of algo-
rithms like Min-min, Min-max, and three different types of
genetic algorithms.

A solution to the hybrid flow-shop scheduling problem
using a MA was described in [25]. The physical represen-
tation of the problem is the scheduling of tasks in a multi-
processor. The problem description relates directly to the
classical notation of the task scheduling problem, with the
assumed criterion of minimising the completion time of all
tasks.

In [7] was presented the use of DP in solving the task
scheduling problem to guarantee optimal energy consump-
tion for IoT devices when managing energy resources from
solar panels. This paper demonstrates the applicability of task
scheduling in Energy Harvesting.

More research work on energy optimization was presented
in [57] where the problem of energy efficiency in cloud data
centers is described. Unlike other papers addressing the task

scheduling in cloud technologies, the authors of this research
work focus mainly on energy resources. Similar topics was
addressed in [59], [70].

An interesting adaptation of the task scheduling problem
is Crew Scheduling in the building industry. The problem of
multi-object undertakings was presented in [61]. The author
presents more than 50% reduction of the project execution
time due to the use of the TS algorithm. It is worth empha-
sising the complexity of the presented problem and a detailed
description of its real features, having their representation in
the presented data.

In [62] the balanced workload of personnel operating sev-
eral WWTPs is discussed. The scheduling problem is defined
as the distribution of annual working time of four types of
work units: Manager, Assistant, Laboratory, Executive in a
certain number of facilities.

In [38] the application of a hybrid solution combining the
classical TS algorithm with the Path Relinking (PR) method
was described. The authors focus on comparing the perfor-
mance of the designed algorithm for a number of benchmark
job shop problem installations, with known solutions in the
literature. The proposed solution was tested for six problem
sets, on a total of 205 known benchmark job shop schedul-
ing problems of varying difficulty. Whereby the proposed
algorithm improved the solution for as many as 49 out of
205 tested instances. In the presented solution, there is a
repeated switch between the PR activity for generating new
promising solutions and TS looking for local optima. This
allows the algorithm to combine the exploration stage with
the exploitation stage.

In [30] was presented the use of the mathematical model
Load Balancing Mutation as an add-on to the PSO algorithm
in a cloud computing environment. The solution has been
used for multi-criteria optimization considering reliability,
execution time, transmission time, Makespan, transmission
cost, or load balancing between tasks in virtual machines. The
solution proposed by the authors aims to take into account
the reliability and availability of the cloud computing envi-
ronment in the task scheduling process, which, according to
the authors, is neglected in other works on similar topics due
to the difficulty of achieving these parameters.

Another hybrid approach is presented in [14]. The
approach is two-stage and uses two problem spaces. The
authors’ proposal is to use a GA in cooperation with machine
learning. Operating in the heuristic space, the genetic algo-
rithm decides on the assignment of tasks to specificmachines,
and the knowledge base developed in the parameter space
through machine learning decides on the transfer of these
tasks. In a first step, the order of task transfer is deter-
mined, then the order of tasks for specific machines is
optimised.

The paper [19] describes the application of a DE algorithm
to optimise resource placement in a cloud computing environ-
ment. The authors focus on the balance between exploration
and exploitation, which is an important aspect of finding solu-
tions in complexmulti-criteria problems. A valuable aspect of
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the paper is the presentation of the adaptation of evolutionary
operations mechanisms to the scheduling problem.

Aspects of energy efficiency optimization in cloud tech-
nologies are addressed in [57]. The authors propose an inno-
vative approach using machine learning techniques to make
decisions on reducing the consumption of energy resources.
The presented approach distinguishes between two schedul-
ing layers. Separate neural networks have been developed for
each layer. The first layer is responsible for the selection of
the computing rack and was named ANN-based Rack Sched-
uler (ARS). The second is ANN-based Task Scheduler (ATS),
its task is to schedule resources in a particular rack. The
multi-criteria optimisation task aimed to reduce makespan
and energy consumption with a minimum number of active
racks. Results show a reduction in energy consumption.

III. BIOLOGICAL WWTP
The analysis of the scheduling problem forWWTPwas based
on a real system located in Northern Poland, in the Swarzewo.
This facility was modernized in 2018 and it is a mechanical-
biological-chemical treatment plant. On average, about
5,000 m3 of wastewater per day is treated there annually. The
paper considers only the biological part (see Fig. 6).

Technological scheme of the WWTP in Swarzewo is
shown in Fig. 7. Swarzewo WWTP consists of six SBRs
(three small: SBR1 – SBR3 and three large: SBR4 – SBR6).
Small tanks have a capacity of about 5000 m3, a diameter of
30 m. The large ones, on the other hand, have a capacity of
about 6500 m3, and their diameter is 34 m. All tanks have the
same height of 7 m.

Air is supplied to the reactors from the aeration system.
Each reactor has its own installation. Depending on the size
of the reactor, blowers with a capacity of 115 kW (for small
SBR) or 150 kW (for large SBR) are used. The blowers
come from a common manufacturer and their performance
characteristics are very similar. This arrangement allows for
separate control of the phases of each of the reactors. Detailed
information on the reactor aeration system relates to the
diffuser system. They have two branches, the left branch
consisting of 616 diffusers and the right branch consisting of
600 diffusers. Their opening takes place after exceeding 2 kPa
pressure. Sanitaire membrane diffusers of Flygt company are
installed in large SBR. Both branches have 900 diffusers
each. Their opening takes place after exceeding the pressure
of 1.5 kPa.

Detailed information on the reactor aeration system relates
to the diffuser system. They have two branches, the left
branch consisting of 616 diffusers and the right branch con-
sisting of 600 diffusers. Their opening takes place after
exceeding 2 kPa pressure. Sanitaire membrane diffusers of
Flygt company are installed in large SBR. Both branches have
900 diffusers each. Their opening takes place after exceeding
the pressure of 1.5 kPa.

The amount of pollution in summer is even three times
higher than in other seasons. This is mainly related to tourism
in the region of the facility in question. In summer, the quality

FIGURE 6. Biological part of the WWTP in Swarzewo [64].

TABLE 1. Maximum pollutant concentrations in effluent.

requirements for treated wastewater also change. Information
on acceptable levels of pollutants concentration in treated
wastewater is presented in European and Polish standards.
The values compliant with the water permit for the Swarzewo
treatment plant are presented in Table 1.

Wastewater treatment is a long process consisting of sev-
eral stages. In the model presented here, only biological
treatment is included. It is assumed that the initial mechanical
treatment processes are performed according to a strict tech-
nological order and are continuous, i.e., there is no need to
schedule them. These are mechanical treatment processes
using screens, grit chambers or sand traps. Biological treat-
ment takes place with the help of microorganisms that make
up the activated sludge. The removal of different compounds
requires different conditions in the SBR. Five main phases
of the treatment process can be distinguished. These are
(see Fig. 8):
• Filling phase – untreated wastewater is pumped into
the SBR.

• Reaction phase – biological processes take place in
the SBR.

• Sedimentation phase – treated wastewater accumulates
in the upper part of the SBR.

• Decantation phase – treated wastewater is pumped out
into natural water reservoirs, rivers, lakes.

• Shutdown phase – waiting time for the next batch of
wastewater.
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FIGURE 7. Technological scheme of the WWTP in Swarzewo [65].

FIGURE 8. Symbolic diagram of the operating phases of SBR. 1. Filling
phase, 2. Reaction phase, 3. Sedimentation phase, 4. Decantation phase,
5. Shutdown phase.

The reaction phase consists of alternating aerobic and
anaerobic conditions, the change of conditions occurs several
times and the durations are of variable length. Additionally,
during the reaction phase portions of untreatedwastewater are
pumped into the SBR. This process can be considered as an
additional operation.

IV. TASK SCHEDULING IN BIOLOGICAL WWTP
The task in the considered problem of task scheduling is a
single cycle of SBR tank operation - i.e. the process of treating

a given volume of wastewater. In view of the presented
work cycle, it can distinguish the operations that are part of
one task, where the reaction phase is divided into several
aerobic and anaerobic phases, interrupted by short refilling
operations.

The machines on which the operations are carried out
consist of six SBRs divided into two classes depending on
volume - small tanks and large tanks. The size of the tanks
affects the volume of treated wastewater portions, as well
as the energy costs associated with blower operation. The
actual level of wastewater in the reactor through the hydro-
static pressure affects the operating costs of the blowers. The
constraints in the scheduling task are mainly the minimum
and maximum volume of the SBRs.

The wastewater for the six SBRs is spilled from the reten-
tion tank. In the scheduling issue, the current state of the
retention tank is responsible for the resources in the process,
and its maximum and minimum volume levels are additional
limits for the process. Based on historical data, externally
supplied resources can be determined. Defining the retention
tank as a resource storage with a limited storage space also
makes it possible to take into account changes in the inflow
of wastewater due to weather conditions (significant rainfall
or drought) and seasons.

Each refill operation is defined in terms of duration, oper-
ating costs and volume of wastewater transported from the
retention tank to the SBR. Sedimentation and reaction oper-
ations under anaerobic conditions are defined by duration
only. Reaction operations under aerobic conditions are rep-
resented by duration and energy consumption for blower
operation (from the aeration system). Tank emptying oper-
ation is defined analogously to refilling, but uses only energy
resources. Examples of average operation times for historical
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TABLE 2. Example duration of each operation of the SBR cycle.

data of the five main phases of the treatment process are
shown in Table 2.

The aim of scheduling is to evenly load the SBRs
and optimise operating costs, within the constraints of the
volumes of storage tanks and SBRs. The time horizon for
work scheduling can be a month or a quarter. The problem
of scheduling the work of several SBRs assumes that there is
no change of machines between operations within a specific
task. On the other hand, the times of adding pollutants to
the tanks and their quantity are an important aspect. The
decision variables in the process are the start times of the
tasks and the assignment of tasks to machines (see Fig. 9).
These variables actually create a schedule and through the
parameters presented in the following section, affects the
value of the objective function.

The problem of scheduling the operation of several SBR
tanks can be defined as follows. A set J = {J1, J2, . . . , Jn}
of independent tasks is given, which correspond to complete
work cycles of an SBR. Each task is described by a sequence
of operations O1, O2, . . . , On, which must be performed
according to the technological order assuming that opera-
tion Oi+1 can be performed only after the completion of
operation Oi.

The operations include: O1 – pumping the wastewater
into the empty SBR, O2a,i – reaction phase under anaerobic
conditions, O2b,i – refilling the wastewater during the reac-
tion phase, O2c,i – reaction phase under aerobic conditions,
O3 – sedimentation and decantation, O4 - emptying the tank.
Index i is related to the given number of aerobic and anaerobic
phases in the process, which can be variable depending on the
task (see Table 2).

The set of machines is represented by M = {M1, M2, M3,
M4,M5,M6}, whereM1,M2,M3 correspond to small SBRrs
and M4, M5, M6 to large reactors.

FIGURE 9. Symbolic representation of the task schedule, J1, J2, . . . ,
J16 – tasks; M1, M2, . . . , M6 – machines.

Two sets are distinguished as resources. The first Rv =
{Rv1, Rv2, . . . , Rvn} is related to the volume of raw wastew-
ater pumped from the retention tank into SBR. The second
Re = {Re1, Re2, . . . , Ren} is related to the energy resources
used for pumping and aerating wastewater.

Limitation of the volume of the retention tank:

Vmin
r ≤ Vr ≤ Vmax

r (1)

Initial volume of the retention tank:

V 0
r = V initial

r (2)

Limiting the volume of SBRs:

Vmin
i ≤ Vi ≤ Vmax

i (3)

where i represents the machine index.
Objective function:

F = min
{
w1 · Var (Mtime)+ w2 ·

∑ke

i=1
(Cm · Rei)

−w3 ·
∑kv

i=1
Rvi

}
(4)

where: w1, w2, w3 – weights of the components of the
objective function, Mtime – matrix of summary work-
ing times of machines, Cm – table of energy costs per
day, ke – number of operations using the first resource,
kv – number of operations using the second resource,
Rei – values of resource one for the i-th operation,
Rvi – values of resource two for the i-th operation.

The objective function is represented as an equation with
three components. The first one of the elements represents the
variance between the total task times on individual machines.
By minimising the variance, we ensure a balanced workload.
The second component represents the operational costs of the
treatment plant. These are related to resource consumption
and electricity prices, which vary according to the time of
day. The third component refers to the volume of treated
wastewater.

The complexity of the task scheduling in biologicalWWTP
means that deterministic algorithms will not be applicable
in practice due to the computation time required. Solutions
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to these problems should be sought in heuristic algorithms.
Their use to optimise the length and sequence of phases of a
single SBR has so far been successfully applied and presented
in [66], [67]. The direction of adaptation of these algorithms
to the management of several SBRs should therefore be a
natural path for development and further research. A binary
encoded notation of the problem, would require extremely
long chromosomes describing the individual solution to the
problem, so algorithms using a real-number notation of the
solution are suggested.

V. CONCLUSION
This paper presents a review of algorithms used for task
scheduling in various industrial fields. A classification into
solution finding strategies has been presented. The presented
review shows that adaptation of optimization algorithms to
task scheduling problems is possible and requires appropriate
problem definition. A task scheduling problem model for the
management of several SBRs has been defined, which has not
been presented in the literature so far.

WWTPs are critical facilities for water management.
Taking care of the quality of treated water has an impact on
the environment. Thus, reducing energy costs leads to less
production of carbon footprint related pollutants. Therefore,
optimising the operating schedule of wastewater treatment
plants, as well as improving the control algorithms them-
selves, has a positive impact on the environment.

Reducing operating costs, related to electricity consump-
tion, is also a welcome development for facility man-
agers. The costs of implementing advanced algorithms are
also incomparably lower than a full hardware upgrade
installation of more efficient, environmentally friendly
equipment.

Task scheduling is common in industry. Newmore efficient
algorithms are constantly being designed because real-world
problems belong tomulti-criteria andNP-hard issues, so find-
ing exact, globally optimal solutions is practically imple-
mentable.

To the best of the authors’ knowledge, research on the
introduction of scheduling algorithms for the management of
several SBRs has not been the subject of research work to
date.
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