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Abstract: Olive trees, which are planted widely in China, are economically significant. Timely and
accurate acquisition of olive tree crown information is vital in monitoring olive tree growth and
accurately predicting its fruit yield. The advent of unmanned aerial vehicles (UAVs) and deep learning
(DL) provides an opportunity for rapid monitoring parameters of the olive tree crown. In this study,
we propose a method of automatically extracting olive crown information (crown number and area
of olive tree), combining visible-light images captured by consumer UAV and a new deep learning
model, U?-Net, with a deeply nested structure. Firstly, a data set of an olive tree crown (OTC) images
was constructed, which was further processed by the ESRGAN model to enhance the image resolution
and was augmented (geometric transformation and spectral transformation) to enlarge the data set to
increase the generalization ability of the model. Secondly, four typical subareas (A-D) in the study area
were selected to evaluate the performance of the U?-Net model in olive crown extraction in different
scenarios, and the U?-Net model was compared with three current mainstream deep learning models
(i.e., HRNet, U-Net, and DeepLabv3+) in remote sensing image segmentation effect. The results
showed that the U2-Net model achieved high accuracy in the extraction of tree crown numbers in the
four subareas with a mean of intersection over union (IoU), overall accuracy (OA), and F1-Score of
92.27%, 95.19%, and 95.95%, respectively. Compared with the other three models, the IoU, OA, and F1-
Score of the U?-Net model increased by 14.03-23.97 percentage points, 7.57-12.85 percentage points,
and 8.15-14.78 percentage points, respectively. In addition, the U?-Net model had a high consistency
between the predicted and measured area of the olive crown, and compared with the other three deep
learning models, it had a lower error rate with a root mean squared error (RMSE) of 4.78, magnitude
of relative error (MRE) of 14.27%, and a coefficient of determination (R?) higher than 0.93 in all four
subareas, suggesting that the U2-Net model extracted the best crown profile integrity and was most
consistent with the actual situation. This study indicates that the method combining UVA RGB
images with the U?-Net model can provide a highly accurate and robust extraction result for olive
tree crowns and is helpful in the dynamic monitoring and management of orchard trees.

Keywords: UAV-based remote sensing; visible-light image; individual tree segmentation; deep

learning; tree crown extraction

1. Introduction

The olive tree is an essential asset with considerable economic, ecological, and
cultural value [1]. Its fruit contains more than 17 different amino acids required by the
human body [2], and it is widely employed in daily use, medicine, the chemical industry,
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and other industries. Automatic monitoring of olive tree growth characteristics and
health status is vital for water and fertilizer management, pest control, and fruit yield
prediction [3,4]. With the ongoing development of planting scale in recent years, accurate,
and effective olive tree monitoring has been necessary. As an essential part of trees, the
crown is a crucial indicator of tree growth and health [5] and affects photosynthesis,
transpiration, nutrient absorption, and other processes that regulate tree growth and
development [6]. Through dynamic monitoring of olive tree crown, information, such as
crop growth, biotic stress, and abiotic stress, can be obtained thereby providing important
support for agricultural tasks such as irrigation and soil fertilization, branch pruning, pest
control, and yield prediction; it can also help fruit farmers carry out scientific planning
and decision-making to achieve precise management of orchards. In addition, the single
tree information of olive is an essential basis for analyzing fruit tree planting density,
spatial variation of individual productivity, and its growth environment. It is also an
important indicator for farmers’ planting subsidy applications, orchard asset evaluations,
and loss assessments due to the fact of artificial or natural special events (such as fires,
insect pests, or other natural disasters). Therefore, accurate and timely acquisition of
olive tree crown information is of great significance for achieving orchard automation,
informatization, and precise management [7].

The traditional way to acquire forest crown information is manual measurement in
the field. Due to the measurement conditions and cost, measuring the forest crown in the
whole region is challenging; thus, some of them need to be picked as representatives for
estimation. However, usually, only easily accessible and limited samples are collected [8],
which may lead to a significant bias and certain inaccuracies [9]. Moreover, its application
in large-scale measurement is severely limited because of its low efficiency. It is critical to
explore a low-cost and efficient method for obtaining accurate forest crown information in
this context. In recent years, remote sensing technology has made significant advances and
has been proved to be an effective means for resource monitoring [10-15] such as water [16],
crop [17], and forest [18]. Although traditional remote sensing (e.g., satellite and aerospace)
is effective in monitoring resources on a large scale, as it is prone to clouds. Therefore, it is
usually difficult to obtain qualified images on cloudy days. Furthermore, its low spatial and
temporal resolution is usually significantly limited in accurately identifying small ground
objects, especially those at a single-wood level. Instead, as a new low-altitude remote
sensing platform, unmanned aerial vehicles (UAVs) with substantial flexibility can reach
a forest that is difficult to enter manually, and it can obtain ultra-high-resolution digital
orthophoto maps (DOMs) and digital elevation models (DEMs) with a concise return cycle
at the single-tree level that are superior to traditional remote sensing platforms at a small
spatial scale [19-22]. Generally, consumer UAVs equipped with a visible RGB sensor have
become critical information acquisition tools in the forestry field because of their low cost
and good portability [23-25].

Over the past few years, deep learning (DL) techniques have grown in popular-
ity for object detection or segmentation in any imagery (e.g., bio-medical or remote
sensing images) [26]. DL approaches are also widely used in remote sensing for typical
image segmentation and classification [27,28]. Furthermore, DL-based image segmen-
tation has been particularly applied to UAV data because of its good ability to extract
deeper features from high-resolution images. The combination of UAV and DL has
realized the rapid acquisition and analysis of forestry information and significantly
promoted the intelligent monitoring and management of forestry [6]. Numerous stud-
ies about forestry resource investigation and biomass estimation based on DL and UAV
techniques have been published. Oscoetal et al. [29] proposed a new convolutional
neural network to estimate the number of citrus trees using UAV multispectral images.
Ferreira et al. [30] used a deep learning model, DeepLabv3+, to classify palm trees
and extract tree crowns in the Amazon basin, which performed well. Lou et al. [31]
used UAV and deep learning to identify the crown and width of two pine plantations
in eastern Texas and achieved an R? of up to 0.94. However, the mainstream deep
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learning models still have some shortcomings in the accurate extraction of tree crown
information, because the backbone used by these models to extract the global semantic
details of the original image are mainly structures such as VGG [32], ResNet [33], and
DensNet [34]. Nonetheless, these network structures are mainly designed for image
classification tasks. Thus, they easily ignore rich low-level and intermediate semantic
features, resulting in reduced ground object extraction completeness. Moreover, these
deep learning models, applying to ground object extraction in remote sensing, often
need to be pretrained using sizeable remote sensing data sets, such as WHU-RS19 [35],
AID [36], and NWPU VHR-10 [37], and then can be applied to small-scale ground
object extraction using transfer learning. The overall extraction effect is relatively poor
if the features of the target object are vastly different from these data sets. Therefore, it
is necessary to design a new deep learning model that does not depend on pretraining
weights and has better extraction results than existing models. Qin et al. [38] proposed
a new model, U?-Net, a U-shaped deep network model with two nested layers, to ad-
dress the issues of the traditional models mentioned above. The new model can obtain
high accuracy without pretraining a large amount of data. It has a simple structure and
good performance in terms of operational efficiency and resource consumption, which
provides an excellent opportunity to use UAV images to extract tree crown information
accurately. At present, the U?-Net model is mainly used in people’s image processing
and bio-medical image segmentation. However, few studies combine UAV visible
images with U2-Net for tree crown extraction, so it is critical to explore the feasibility
and effectiveness of this model for olive tree crown detection.

The objective of this study was to investigate the potential of low-cost UAV in olive
tree crown extraction combined with the semantic segmentation model U-Net. For this
purpose, we first constructed an olive tree crown detection and segmentation (OTC) data
set from UAV images. Based on this, we undertook the following work: (1) evaluated
the reliability of the U2-Net model in the crown information extraction; (2) compared the
U2-Net model with other deep learning models to validate its performance. The U2-Net
model is expected to provide a cheap and efficient method for crown information extraction
to guide economic forest management.

2. Methods
2.1. Study Area

An olive grove (1 18°57'E, 26°12'N) in Minhou County, Fujian Province, China, was
selected as the study area (Figure 1), and there were 751 olive trees. Minhou County, which
has an altitude varying from approximately 87 m to 135 m above sea level and has a typical
subtropical monsoon climate with sufficient sunshine and abundant rainfall, is located
in the lower Minjiang River. The average annual sunshine duration is 1700~1980 h, the
average annual precipitation is 900~2100 mm, the average annual temperature is 20~25 °C,
the average annual relative humidity is 75~80%, and the frost-free period is 240~320 days,
forming a unique and friendly natural environment for olive growth. The total planting
area in this region is more than 40 km?, and the output is about 50,000 tons/year. This olive
planting area and production rank first in Fujian Province, and is known as the “hometown
of the olive in China”.

2.2. UAV Image Acquisition and OTC Data Set Construction

The UAV images were collected in July 2021 using a DJI Phantom 4 Multispectral
(DJI Technology Co., Ltd., Shenzhen, China) equipped with six CMOS (1/2.9-inch),
including one RGB sensor for visible-light imaging and five monochrome sensors for
multispectral imaging. In order to explore the application effect of a consumer UAV
equipped with an RGB sensor on olive crown extraction, we only used an RGB sensor
in this study. The sensor had an equivalent focal length of 40 mm and an aperture
of £/2.2 that could generate an image with a resolution of 1600 x 1300 pixels. We
chose a day with sunny and breezeless weather conditions to perform UAV flying to
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obtain clear images. We used the remote control automatic flight method for drone
aerial photography, and the flight mission planning was set with the DJI GS PRO (DJI
Technology Co., Ltd., Shenzhen, China). The flight altitude was set to 30 m, the photos
we took had 75% overlap in both heading and sideways, and a total of 1011 photos
were collected in the study area. The acquired images were mosaicked using DJI Terra
software (DJI Technology Co., Ltd., Shenzhen, China) to generate a visible digital
orthophoto map (DOM) with a spatial resolution of 2 cm. The process of constructing
the data set is shown in Figure 2. Firstly, the orthophoto images of the whole study
area were divided into 110 subimages (each with 1200 pixels x 1200 pixels), and from
these, 87 subimages containing olive trees were selected. To make the U?-Net deep
learning model learn the spectral features of the olive crown in the visible images more
effectively, we used the LabelMe 3.3.6 image annotation software to label the olive
crown in each subimage manually.

Fujian Province

(a)
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Figure 1. Geographic location of the study area: (a) administrative map of Fujian Province, China;
(b) orthophoto of the study area taken by UAV.

2.3. Super-Resolution Reconstruction

UAV images with low spatial resolution often have the characteristics of weak contrast,
weak texture, and insignificant contour information, and many essential features are often
lost after a series of operations of convolution and pooling of deep learning networks.
To solve such problems, Wang et al. [39] proposed an adversarial network-based image
super-resolution reconstruction method called Enhanced Super-Resolution Generative
Adversarial Networks (ESRGAN). It has excellent image enhancement performance and
can effectively improve the spatial resolution of remote sensing images [40]. Therefore, we
used the ESRGAN model to increase the spatial resolution of each olive tree crown image
in the OTC data set to obtain sharper edge contours, higher contrast, and more realistic
and natural textures (Figure 3), which helped enable the deep learning model to obtained
the edge information of the tree crown more accurately and preserve the useful hidden
features in the image to the greatest extent.
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Figure 2. Flow chart of data set’s construction.

Original image

SR image

Figure 3. Super-resolution (SR) reconstruction effect.

2.4. Data Augmentation

To obtain the best accuracy, deep learning models often require many images as a data
set for training. However, the amount of images sampled in the study area is frequently
limited, which would lead to overfitting during model training [41]. Therefore, a data
augmentation method was used to address the problem in this study, which would perform
a series of transformations on the images to expand the number of samples in the data
set and enhance the model’s generalization ability. In this paper, the original UAV images
for the study area were geometrically transformed by rotating, flipping, and zooming
(Figure 4). The geometrically transformed data allowed the model to better acquire olive
crown features of different angles, sizes, and shapes as well as improved adaptability under
various conditions.
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Figure 4. Geometric transformations.

The light conditions of olive canopies vary in different regions of the study area
due to the topography, leading to differences in their brightness (value) in the images.
Moreover, the study area contains olive trees at different growth stages, and the saturation
(saturation) and hue (hue) of olive canopies fluctuate at various stages of development due
to the influence of chlorophyll and other factors. To address this issue, we transformed
the color space of the original OTC data set from the RGB model to the HSV model.
As shown in Figure 5a, hue has a relatively smaller range, mainly within 82.28~86.79,
whereas saturation and brightness have a larger ranges, mainly within 100.39~121.36 and
92.50~107.93, respectively.

H;Je

r r £
Saturation Value Random saturation Random Value
(a) (b)

Figure 5. Spectral augmentation: (a) HSV boxplot; (b) spectral transformation.

2.5. Selection of Test Subareas and Measurement of Crown

In this study, four parts of the study area (i.e., A-D) with distinct and representa-
tive crown distribution characteristics were selected as typical experimental regions
(Figure 6). The olive trees in part A were unevenly distributed and had some differences
in crown size; in part B, trees were less spaced and more densely distributed, but there
was no obvious overlap, and the degree of differentiation was obvious; in part C, the
olive trees were densely spaced and evenly distributed with a large crown size and a
high degree of overlap and adhesion; in part D, the olive trees were evenly distributed
with no obvious overlap or adhesion and had a relatively uniform crown size. Since
measuring the actual crown area in the field is challenging due to the large and irregular
crown and great tree height of olive, we derived the actual crown area by manually
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vectorizing the olive crown based on UAV images using the ArcGIS 10.2 software. In
the four experimental subareas, a detailed outline of all the olive canopies was first
drawn and then the area of each crown was calculated using the Calculate Geometry
tool in ArcGIS 10.2.

[] Subarea for test

Study area

Figure 6. Location of the four test subareas (A-D): (a—d) details of olive trees in the A-D test
subareas, respectively.

2.6. U?-Net Deep Learning Model

Achieving accurate crown detection requires integration of high-resolution local
information and low-resolution global information, that is, utilizing multiple scale
features that can produce better results. Most of the current multi-scale feature extraction
methods try to extract local and global information from the features obtained through
the backbone network by designing new modules to better utilize the existing image
classification backbone. To better extract local and global features, Qin et al. proposed a
novel deep learning model, U2-Net, and its structure is shown in Figure 7. Instead of
adding more complex modules and strategies, the U2-Net model adopts a novel and
simple architecture that directly extracts multi-scale features by stages, enabling accurate
tree crown contours detection.

The model’s overall design framework is a two-level nested U-shaped network
structure. Each level follows an encoder-decoder structure similar to that in the U-Net
model. The outermost layer of the U>-Net model is eleven separate large U-shaped
structures composed of encoder and decoder blocks, each of which is filled with small
ReSidual U-blocks (RSUs). In the first four encoding stages (En_1~4), more local
and global features are obtained by increasing the number of convolutional layers to
expand the receptive fields. Among them, the resolution of the feature maps in the
top encoders EN_5 and EN_6 is relatively low, and further downsampling of these
feature maps will result in the loss of useful feature information. Therefore, in the
EN_5 and EN_6 stages, we replaced the pooling and upsampling operations with
dilated convolution, which means that the feature maps of EN_5 and EN_6 had the
same high resolution as their input feature maps. The decoding phase was similar
to the encoding phase, in which stepwise upsampling, merging, and convolution
were employed to encode the high-resolution feature map, reducing the loss of details
caused by direct upsampling. In addition, we also added a feature map fusion module
of different scales to generate a saliency probability map. The principle was as follows:
an image with a resolution of 288 x 288 was taken as an example, U?-Net first passed
through a 3 x 3 convolutional layer and a sigmoid function to generate six feature
probability maps of different sizes from EN_6, DE_5, DE_4, DE_3, DE_2, and DE_1:
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Original image

Input

S®)side (1 x 9 x 9), SO)side (1 x 18 x 18), SWside (1 x 36 x 36), SGside (1 x 72 x 72),
S@side (1 x 144 x 144), and SMside (1 x 288 x 288). Then, the feature probability
maps of different sizes were upsampled with the sampling ratios of 32, 16, 8§, 4, 2, and
1, respectively, to obtain six 1 x 288 x 288 feature maps, which were fused using a
cascade operation of 1 x 1 convolutional layer and a Sigmoid function. Finally, the
tree crown prediction map (288 x 288) was generated with the smallest error. The
new design enabled the network to extract multi-scale features and increase the depth
of the whole model architecture without reducing the feature mapping resolution or
significantly increasing the memory and computing cost.
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Figure 7. Structure of the U2-Net model. En represents the encoder, De represents the decoder,
SMside represents the side output saliency maps, and Sup represents the upsampling ratio.

2.6.1. RSU Structure

In the task of detection and segmentation of the image targets, local and global
contextual information is a crucial factor affecting accuracy. Among the convolutional
neural networks (CNNs) that have emerged in recent years, small convolutional filters (size
of 1 X 1 or3 x 3) are widely used for feature extraction with their compact size, such as VGG,
ResNet, and DenseNet. These small convolutional filters are very popular in computer
vision tasks due to the fact of their smaller storage footprint and good computational
efficiency during operation. However, because the receptive field of the 1 x 1 or 3 x 3
convolutional filter is too small to obtain global context information, the output feature
map of the shallow layer contains only local features. The most direct is to enlarge the
receptive field to achieve more global information at high-resolution feature maps from
shallow layers. Referenced from the classical U-Net network, a novel ReSidual U-block
(RSU) was designed to capture multi-scale features at the intra-stage. The structure of
the RSU (Cj;,, M, and C,y) is shown in Figure 8, where C;, and C,,+ denote the number
of feature map input and output channels, respectively, while M denotes the number of
channels in the internal layers of the RSU and L is the number of layers contained in the
encoder. The RSU consists of three main parts:

(1) The convolution layer located at the outermost layer first transforms the input feature
map x(H, W, and C;,) into an intermediate map F1(x) with an output channel of Cy;.
The role of this convolution layer is for extracting local features of the image;

(2) Thetransformed intermediate map F1(x) is input into a u-structure symmetric encoder-
decoder with a height L. This structure we show it with U(F1(x)) that can extract
multi-scale information and reduce the loss of contextual information caused by
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upsampling. When L is larger, the deeper the number of layers the RSU has, the more
pooling operations are performed, the larger range of receptive fields, and the richer
the local and global contextual features obtained;

(38) The local features and the multi-scale features are fused by a residual connection:
Hgsu(x) = U(F1(x)) + F1(x).

y
[C, 3%3, Cou

| A

1'%
[ Cot, 3%3, M | 2xM,3x3, M |
v

| M,3x3,M F—{ 2xM,3x3, M |
t

':1 M,3x3,d=2, M A}]

Figure 8. Structure of the residual U-block.

2.6.2. Loss

In the training process, the model output contained not only the final crown predic-
tion map but also the feature maps of the previous six different scales (S(Vside~S©@side).
Therefore, in the process of training the model, we not only supervised the final output
result map of the network but also supervised the feature maps of different scales in the
middle; therefore, this paper used a deep supervision method similar to holistically nested
edge detection (HED, Equation (1)) [42] and outputed seven losses per iteration. These
losses were used to tune the model parameters to delineate overlapping tree crowns with

minimal error.

(m)

where lsid‘2

and [ Fuse 18 the loss of the final fusion output saliency map Sfuse. w
weights of each loss term. For each term 1, we used the standard binary cross-entropy to
calculate the loss as shown in Equation (2) below:

(HW)

) Input feature map
D Conv+BN+ReLU
2xM,3x3, M | D Downsample+Conv+BN+ReLU

D Upsample+Conv+BN+ReLU

v
| M,3x3, M }—
v L
| M,3x3,M - 2xM,3x3, M |
v 1
M,3x3, M 2xM,3x3, M
| 1F l_)| /rx | D Addition
[ M,3x3,M [ 2xM,3x3, M |

. Output feature map

M
L=} wipl

X

| Weight layer |

/

feature

+ wfuselfuse

U(F(x)) + F(x,
Multi-scale

F(x)

@

Local
feature
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(i.f)

where (i,j) is the pixel coordinates and (H, W) is the image size, height and width, re-
spectively. Pg(;,j) and Ps; j denote the pixel values of the ground truth and the predicted
saliency probability map, respectively. The training process tries to minimize the overall
loss L (Equation (1)). We chose the fusion output lfuse as our final saliency map in the

testing process.

2.7. Accuracy Assessment

The intersection over union (IoU), is frequently used as a precision metric for semantic
segmentation tasks. In the reference (R) and the prediction (P) mask, the IoU is indicated by

relu

relu

(M = 6, as Sup1~6 in Figure 7) is the loss of the side output saliency map s!

and wys, are the
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a ratio of the number of pixels in both masks to the total number of pixels. By comparing
the real category of samples with the model’s predicted results, it can be classified into
the following four cases: true positive (TP), where the predicted value of olive crown
is consistent with the real value; false positive (FP), where the actual situation is the
background but is incorrectly predicted as a crown; false negative (FN), where the crown
in the real scene is not correctly identified; true negative (TN), where the background is
consistent with the real value. In addition, precision (Equation (4)) and recall (Equation (5)),
overall accuracy (OA, Equation (6)), and F1-Score (Equation (7)) are used as evaluation
metrics to assess the model. The higher the precision, recall, OA, and F1-Score, the closer
the predicted value is to the true value.

RNP
IoU = ‘RUP‘ -
TP
preCiSiOl’l = m (4)
TP
recall = TP EN 5
TP + TN
oA—TP+FP+TN+FN (6)
F1-Score = 2 x precision x recall -

precision + recall

The coefficient of determination (R?), mean relative error (MRE, Equation (8)), and root
mean square error (RMSE, Equation (9)) were chosen to test the reliability of the U2-Net
model for crown area extraction, where an R? closer to 1, indicates a higher correlation
between the predicted and the measured values, and smaller values of MRE and RMSE
suggest that the predicted values are closer to the measured values. The formulas are listed
as follows:

®)

©)

3. Results

The hardware and software parameters in this study are shown in Table 1. One of
the major advantages of the U2-Net model is that it does not require a pretrained model
based on large data sets. Therefore, we used the Xavier [43] method to initialize all
the convolutional layers in the model and used the Adam optimization algorithm [44]
to adjust the model training process. The model batch size was set to 14, the num-
ber of iterations (epoch) was set to 300, the loss weights were set to 1, and the rest
of the hyperparameters were set to the default values (initial learning rate = 0.003,
betas = (0.9, 0.999), eps = 1 x 1078, and weight decay = 0). We configured the model
according to the given parameters and input the OTC image data set for iterative
training, which required a total of 18 h of training time.

3.1. ESRGAN Model Performance Deviation

To evaluate the effect of ESRGAN-based enhancement processing on the model’s
performance, we compared the tree crown recognition results based on low-resolution
(LR)-based images and ESRGAN-enhanced super-resolution (SR) images. The results
(Figure 9) showed that after using ESRGAN enhancement, each accuracy index of the
model increased to varying degrees, among which the precision increased by 9.45%, the
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recall rate increased by 5.68%, the Fl-score increased by 7.63, the OA increased by 5.72, and
the IoU increased by 6.4%. Therefore, the ESRGAN model significantly improve the crown
prediction accuracy.

Table 1. Parameters of the software and hardware.

Items Parameters and Versions
CPU Intel® Core™ i7-8700 @3.20 GHz
RAM 32 GB DDR4 2666 MHz
SSD HS-SSD-C2000Pro 2 TB
GPU Nvidia GeForce RTX 3060 (12 GB)
oS Windows 10 Professional (DirectX 12)
ENVS PyTorch 1.9.0 + Python 3.8
: *
T 5.68%
® 7.63% 6.40%
9.45% 5.72%
O 9
o
»

@® UXNet(LR) ¥ U%Net (SR)

T
Precision

| T T T
Recall F1l-score OA TIoU

Figure 9. Comparison diagram of the performance of different resolution models.

3.2. Evaluation of Tree Crown Number Extraction Results

The results of olive crown extraction using the U?-Net model in four subareas are
shown in Figure 10. The figure suggests that all test subareas demonstrated good extraction
results. The density of olive tree crown in subareas A and D was lower; therefore, the
trees were well distinguished from each other, and the overall outline of the crown was
clear and the shape was consistent with the actual one. The density of the olive trees in
subarea B was higher than that in subareas A and D. Nonetheless, there was a certain gap
between most of the crowns in this area so that the U2-Net model could also distinguish
single tree crowns well, with only a few crowns adhering to each other. On the contrary,
the tree density in subarea C was higher, leading to the crowns overlapping each other
more; therefore, the distinguished result in this subarea was not as good as that in other
subareas. According to the prediction results of different subareas, it is clear that depression
degree and tree spacing both had the greatest influence on the U2-Net model. Severe crown
shading and closer tree spacing both make our model unable to distinguish each tree well
and the “sticky” phenomenon occurs. In the four subareas, low vegetation under the forest
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was incorrectly identified as olive trees due to the similar spectral characteristics, and the
crown was missed due to the shading.

B-part

Predicted results - Overlay results

Figure 10. Segmentation results using the U2-Net model.

The quantitative evaluation results of the number of crowns extracted by the U?-Net
model in different subareas are shown in Figure 11. The four subareas obtained a high
accuracy rate with an F1-Score higher than 93.86% and overall accuracy exceeding 91.55%.
By analyzing the prediction accuracy of olive trees in each subarea, it was found that U2-Net
showed excellent performance in subareas A and D, where olive tree depression was low
and crown edge adhesion and overlap were low, with overall accuracies of 97.41% and
98.38%, respectively, and F1-Scores of 96.49% and 98.08%. As the tree density increased,
it made the adhesion and overlap of crown edges more serious, resulting in a slight
decrease in the performance of the U?-Net model in subareas B and C, with an accuracy of
only 94.01% and 90.60%, OA of 93.42% and 91.55%, and F1-Scores of 95.38% and 93.86%,
respectively. It can be seen that the U2-Net model has good applicability in regions with
low crown density. The statistics from the four subareas showed that the average values of
IoU, OA, and F1-Score were 92.27%, 95.19%, and 95.95%, respectively, indicating that this
method is feasible for olive tree crown extraction.

3.3. Accuracy Evaluation of Different Deep Learning Models

To investigate the applicability of the U2-Net model, this study compared its image
segmentation and extraction results with three other mainstream deep learning models
(i.e., HRNet, U-Net, and DeepLabv3+). DeepLabv3+ and U-Net use PascalVOC pretraining
weights, HRNet uses CITYSCAPES pretraining weights, and all four models used the same
OTC image data set for training. The test visualization extraction results are shown in
Figure 12. It can be seen that the extraction effects of the four deep learning models in
the same experimental area had no apparent misclassification phenomenon, indicating
that these models can well distinguish the target features from the background. However,
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when observing the details, we can see that the overall omission of HRNet and U-Net
is serious, and the completeness of the extracted crown was poor. Compared with the
previous two models, the DeepLabv3+ model had a superior overall effect. The model
can detect smaller olive crowns, but the overall omission phenomenon still exists. The
U2-Net model used in this paper significantly reduces the sensation of misclassification
and omission. Although there are still some defects, the effect of crown edge segmentation
is excellent. Although there remain several canopies adhering to each other, the U2-Net

model used in this study significantly reduces misclassification and omission and has good
crown edge segmentation.

A-part B-part C-part D-part
() orcC Non-OTC (b)) orc Non-OTC (o) orc Non-OTC (d)| orc Non-OTC
513561 20900 976953 32365 930211 25018 594947 9027
U &) &) &)
5 TP FN 5 TP FN 5 TP FN 5 TP FN
U J &) ‘. U &) <
5 FP N 5 FP N 5 ) FP N
15 = 15 =
(=] o (=] (=]
A . Z. _ z. Z -
16385 889181 62272 368410 96549 222 14164 821862
Precision=96.91% Recall=96.08% Precision=94.01% Recall=96.79% Precision=90.60% Recall=97.38% Precision=97.67% Recall=98.50%
ToU=93.23% OA=97.41% ToU=91.17% OA=93.42% ToU=88.44% OA=91.55% ToU=96.24% OA=98.38%
F1-Score=96.49% F1-Score=95.38% F1-Score=93.86% F1-Score=98.08%

Figure 11. Extraction accuracy of olive tree crown number using the U?-Net model. (a-d) indicate
the accuracy evaluation plots of four test subareas (A-D). In the figure, the green part indicates
the proportion of pixels correctly classified as OTC and non-OTC, and the red part indicates the
proportion of pixels incorrectly classified as OTC and non-OTC.

Original image

HRNet U-Net

DeepLab V3+

A-part

B-part

C-part

D-part

Figure 12. Segmentation results of olive tree crown for the different models. The red mask area in the
figure represents the overlay prediction results for each model.

The results of the quantitative analysis of the extraction accuracy of the four models
are shown in Figure 13. Although HRNet obtained the highest precision rate of 95.39%,
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the performance of other accuracy indicators was not as good as the other three models.
DeepLabv3+, using ResNet-101 as the backbone network, outperformed U-Net in terms of
overall accuracy. Although the precision of the U2-Net model with RSU as the backbone
network was slightly lower than that of HRNet, it had obvious advantages in the recall,
IoU, OA, and F1-Score. Among them, IoU, overall accuracy, and F1-Score increased by
14.03~23.97 percentage points, 7.57~12.85 percentage points, and 8.15~14.78 percentage
points, respectively, compared with the other three models, indicating that the U?-Net
model can achieve higher accuracy with a small amount of sample data, which can meet
accuracy requirements for actual application scenarios.

HRNet U-Net DeepLab V3+ Il U>-Net(Ours)

Precision

OA ToU

Recall F1-Score
Figure 13. Extraction accuracy of olive tree crown number using different models.

3.4. Evaluation of Tree Crown Area Extraction Accuracy

The results of the quantitative evaluation of crown area extraction using the U2-Net
model in different experimental areas are shown in Table 2. Subarea D, which has low
crown density and good lighting conditions, achieved the highest accuracy with an
RMSE and MRE of 3.01% and 11.87%, respectively. In contrast, the extraction accuracy of
subarea A, which has a similar olive tree distribution to subarea D, had a lower extraction
accuracy. The explanation for this is that despite the low crown density of subarea A,
there were significant differences in the crown shape and height of olive trees in this area,
resulting in the shadows cast by the tall olive trees blocking the surrounding smaller
olive trees. Thus, only the top canopies with better lighting conditions can be recognized
well, resulting in a smaller predicted crown area in subarea A. Despite the high crown
density in subarea B, there was a certain gap among individual trees with similar tree
height; thus, the shadow of nearby trees was less affected, resulting in a predicted value
close to the measured value. Therefore, the overall accuracy of subarea B was higher,
with an RMSE and MRE of 3.85% and 12.27%, respectively. The worst accuracy was in
area C and its RMSE and MRE were the lowest among all subareas, with only 6.72% and
16.38%, respectively.
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Table 2. Extraction accuracy of crown area using U?-Net model.

Subarea Number of Trees RMSE MRE/%
A 25 3.95 16.37
B 38 3.85 12.27
C 34 6.72 16.38
D 20 3.01 11.87
Mean 29 4.78 14.27

Comparing the relationship between the predicted and measured crown areas in the
four experimental subareas (Figure 14), it can be seen that the R? of the three experimental
subareas, A, B, and D, were greater than 0.95. Most points were distributed around the
1:1 straight line, indicating that the extracted area by the U?-Net model in these areas was
highly consistent with the measured values. However, the coefficient of determination, R?,
in subarea C was relatively low. Due to the severe overlap and adhesion of the olive trees
in this area, most of the extracted areas were smaller than the measured values as shown by
the RMSE and MRE. On the other hand, the extracted area values of different experimental
subareas were generally close to the measured values. Therefore, the U?>-Net model had
high accuracy in extracting the crown area of olive trees and could meet the demand of
improving the accuracy of a crown area in forestry surveys.
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Figure 14. Relationship between extracted area and measured area using the U2-Net model.

The errors of the four models in the olive crown extraction task are shown in Figure 15.
From this, we can see that the U>-Net model had the lowest error rates both in RMSE (4.78)
and MRE (14.27%), indicating that its extracted area values were closest to the measured
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value. The DeepLab V3+ model performed similarly to U2-Net with an RMSE value of
5.42 and an MRE value of 16.31%, while U-Net and HRNet performed worse with RMSEs
of 7.88 and 9.24, respectively, and MREs of 21.36% and 24.59%, respectively. Therefore,
U2-Net performed better than the other three models.

B :svE [ MRE

20

15

Rate/%

0 -

UZNet DeepLab V3+ U-Net HRNet

Figure 15. Comparison of the error rates for the different models.

4. Discussion

This paper proposes a method that combines a consumer-grade UAV remote sensing
platform and a deep learning U?-Net model to achieve automatic extraction and area
parameter prediction of olive tree crown at the single-tree level. The results show that
the method proposed in this study had high accuracy for crown segmentation and area
prediction that can meet the needs of olive crown information extraction in agricultural
production. Compared with the traditional measurement methods (i.e., manual way
and satellite remote sensing), the UAV remote sensing monitoring method used in this
study has great advantages. Traditional manual measurements are time-consuming,
labor-intensive, error-prone, and difficult to monitor in real time. Satellite remote sensing
platforms are difficult to ensure accuracy and time continuity, and its high-resolution
data requires high costs. However, the UAV remote sensing platform has high temporal
and spatial resolution, flexible operation, and low cost, which could be an essential
supplement to conventional monitoring methods for agricultural and forestry resources.
In addition, with the wide application of UAVs, the amount of remote sensing data
has increased dramatically, and the automation and intelligence of data processing
require more effective algorithms. Machine learning and deep learning are important
algorithms to solve the current predicament. However, due to the limited analysis ability
of machine learning, it is difficult to extract features with highly complex, deep, and
nonlinear relationships in the target image. Therefore, this paper adopted deep learning
technology developed in recent years that can extract complex nonlinear features from
massive high-dimensional data, and it has higher accuracy and better generalization
and stability. Therefore, the combination of UAV and deep learning proposed by our
study will be the development trend of intelligent processing of remote sensing data and
automatic extraction of information in the future, providing technical support for the
scientific management of agricultural and forestry resources.

We also trained and evaluated current mainstream three models (i.e., HRNet,
U-Net, and DeepLabv3+). The results show that compared to the other models (the
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original U-Net, HRNet, and DeepLabv3+), the U2-Net model performed better in ac-
curately segmenting tree crowns in complex backgrounds. Due to the well-designed
architecture of U2-Net for extracting and integrating high-resolution local information
and low-resolution global information, it is more accurate and has a lower prediction
error. The RMSE and MRE of the U2-Net model were 4.78 and 14.27%, respectively.
Compared with the three other models, the IoU, overall accuracy, and F1-Score of
the U?-Net model increased by 14.03~23.97 percentage points, 7.57~12.85 percentage
points, and 8.15~14.78 percentage points, respectively. At the same time, the U2-Net
model had certain similarities with DeepLabv3+. To integrate multi-scale information,
they introduced the encoder-decoder framework commonly used in semantic seg-
mentation and balanced the accuracy and its time-consuming nature by using dilated
convolution. The difference is that DeepLabv3+ uses multi-scale atrous convolution
cascades to capture multi-scale feature information, while U2-Net uses a nested ar-
chitecture. Therefore, U2-Net with nested architecture had better performance than
DeepLabv3+ with cascaded architecture, where the precision, recall, F1-score, OA,
and IoU increased by 1.14 percentage points, 14.54 percentage points, 8.15 percentage
points, 7.57 percentage points, and 14.03 percentage points, respectively, which shows
that our proposed method had obvious superiority.

However, it is important to note that the proposed method still has some limitations
and is open to improvement:

(1) Although the proposed model was shown to be accurate and efficient, it does
have limitations. By analyzing the extraction results from different experimental
subareas (i.e., A-D), it can be found that even if aerial photography is conducted
at noon, the UAV images still cannot completely avoid the problem of shadows
induced by light. Due to the shadows, it is difficult for the model to extract the olive
tree crowns that are obscured by them, resulting in lower predicted values than
the measured values. Furthermore, because the UAV images used provide limited
spectral information due to the limited bands (only visible light), the phenomenon
of “different objects sharing similar spectrum” was obvious. Some other low
vegetation often has similar spectral characteristics to a tree crown, which is easily
misjudged by the model as a tree crown, thus affecting the accuracy of crown area
extraction. Moreover, there are some large olive trees in the study area, which may
have several crowns and multiple tree vertices, resulting in recognition error as
well. Since the model cannot tell whether the adjacent crowns belong to the same
tree, one tree with several subcrowns is often over-segmented and identified as
multiple trees. Therefore, more studies are needed to explore the introduction of a
crown height model (CHM) with elevation information and image data with visible
vegetation indices to increase the recognition accuracy.

(2) When using UAV imagery for crown extraction, factors, such as topography, vege-
tation type, and crown density of the study area, significantly affect the extraction
accuracy. This study achieved good crown extraction results using the U2-Net model
mainly due to the relatively flat terrain, regular distribution of olive trees, homoge-
neous tree species, and low overall crown density, which is similar to the experimental
results conducted by Kuikel et al. [45] using banana tree planting areas. However,
other studies have demonstrated that when the terrain has a specific slope, the crown
parameter extraction accuracy will dramatically decrease. Casapia et al. [46] acknowl-
edged this theory in their work as well: crown extraction can be hampered by complex
vegetation types, densely overlapping canopies, and smaller tree spacing. Therefore,
future studies should focus on achieving high-precision crown extraction under more
complex environmental conditions.

Future research in this topic should take the following directions: first, the deployment
of deep learning models in the embedded systems of UAVs for real-time prediction of
growth characteristics, health conditions, crop yields, and other applications in precision
agriculture. Second, in order to attain high accuracy in deep learning, a large amount of
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training data is required. As a result, additional image data from other growing areas are
required to enrich the OTC data set. Finally, the current model is only applicable to olive
trees, and future research could look towards developing a model that works for many
kinds of economically significant forests.

5. Conclusions

In our study, we used a consumer-grade UAV equipped with a visible-light sensor
to acquire orthophotos from an olive tree planting area, constructed an OTC image data
set, and conducted an automated extraction study of olive tree crown information using
a novel model of deep learning called U2-Net. The results of olive tree crown extraction
revealed that the U?-Net model achieved good detection and segmentation results in
different experimental subareas. The highest recognition accuracy was achieved in
experimental subarea D with relatively large olive tree spacing and a small difference in
crown width, with a precision and recall of 97.69% and 98.55%, respectively, indicating
that the model has good applicability in forest stands with low crown density. Compared
with three mainstream deep learning models (i.e., HRNet, U-Net, and DeepLabv3+) in
crown number extraction, the U?-Net model had a higher cross-merge ratio, overall
accuracy, and F1-Score, which improved by 14.03~23.97%, 7.57~12.85%, and 8.15~14.78%,
respectively. In addition, the U?-Net model also performed better in the crown area, the
model’s predicted area was closer to the measured area, and the average relative error
and root mean square error of the four experimental areas were low at 4.78 and 14.27,
respectively, while R? was higher than 0.93. In summary, the method for extracting tree
crown and crown area estimation using UAV visible images combined with the U2-Net
deep learning model can be employed effectively. Based on the UAV platform, this
method can acquire and analyze a large amount of high-precision olive crown informa-
tion at a low cost, providing accurate data support for higher-level applications, allowing
for the development of many potential applications and more accurate monitoring and
management in the forestry field.
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