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ABSTRACT
Entity matching has received significant attention from the research
community over many years. Despite some limited success, most
state-of-the-art methods see no widespread usage in industry.

In this paper, we present the author’s PhD research, which aims
at identifying issues that hold techniques and methods developed
by the research community back from use in industry, and look at
how they might be adapted to address those issues. In our proposed
approach, we implement a modular framework, which will be used
for real-world user testing and quantitative experiments of our
adapted methods. We will have three main contributions from our
research: 1) We develop a modular framework for interactive entity
matching combining intra- and inter-session iterations. 2) We show
how active learning methods for entity matching can be adapted
to learn not only classification of matches but also classification
of which records are of interest to the user jointly, and how it
compares to current methods. 3) We show how deep learning can
be used to synthesize interpretable rules for entity matching, and
how it compares to traditional methods.
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1 INTRODUCTION
1.1 Motivation
Digitalization is non-trivial and usually involves complex changes
both at a technical and organizational level. This is no different for
heavy-asset industry companies (e.g., shipping, utility, oil & gas,
manufacturing), which are currently trying to move towards more
modern ways of working and cooperating. While part of the chal-
lenge is to move data from an analog medium (pen and paper) over
to a digital one, a big part of it is to utilize the data that are already
available digitally. Industrial companies often have very complex
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operations, which need contributions from many different parts of
the organization with different fields of expertise and workflows.
Their data model is then correspondingly complex. Most of this data
exist digitally, but often in tens or hundreds of silo systems (e.g.,
CAD models in one system, some maintenance logs in another, the
rest of the maintenance logs in a third, sensor values in a fourth, ...).
There is immense value in integrating these data sources, as it en-
ables more efficient workflows across silos and makes information
more accessible to those who need it (e.g., finding sensor values for
the equipment mentioned in the maintenance logs). Unfortunately,
these systems do not always have common identifiers. So one needs
to find out which records refer to the same asset. Entity matching
is, therefore, a central task in integrating industrial data sources.
While entity matching as an academic problem is surprisingly well-
studied [1], current solutions still leave much to be desired in terms
of using them in practice. Most matching in the industry is still
done ad-hoc on a case-by-case basis without really making use of
the decades of research on the subject.

1.2 Overall goal
The research goal is to identify why state-of-the-art entity matching
techniques and tools are usually not successfully applied in industry
and what can be done to address some of these shortcomings —with
a special focus on typical scenarios from the heavy-asset industry.
The author has access to data, use cases, and domain experts from
multiple heavy-asset industry companies.

1.3 Outline
In this paper, we start by defining the entity matching problem
and briefly covering the state of the art. Since the initial phase of
identifying shortcomings and exploring data is mostly done, we
then present the most important findings to provide context for
the proposed approach we present next. We continue with our
proposed approach, our methodology, and a summary of where we
are now before concluding and discussing how to proceed.

2 PROBLEM DEFINITION
Entity matching is the problem of identifying which records from
two data sources refer to the same real-world entity. Given two sets
𝐴 and𝐵with records𝑎 = (𝑎1, 𝑎2, ..., 𝑎𝑛) ∈ 𝐴 and𝑏 = (𝑏1, 𝑏2, ..., 𝑏𝑚) ∈
𝐵, the goal is to find the maximum subset 𝑀 ⊆ 𝐴 × 𝐵 such that 𝑎
and 𝑏 refer to the same entity for all (𝑎, 𝑏) ∈ 𝑀 . There are several
ways specific instances of the problem might vary. One or both data
sources might contain duplicates, meaning multiple records from
the same source might refer to the same entity. It might be because
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Figure 1: Illustration of entity matching as an iterative pro-
cess at two levels. The user iterates in real-time within one
session, but also iterates across sessions over time as use-
cases and requirements change.

the data sources are dirty but also frequently occur because the
data sources have a natural cardinality relationship between them
(e.g., the same asset can be referenced multiple times in a database
of sensors because assets can have multiple sensors). In the special
case of 𝐴 = 𝐵, one wants to find duplicates within the same data
source (i.e., deduplication).

The problem is rarely solved in isolation. There are typically nec-
essary steps both before and after an entity matching process, such
as data exploration, pre-processing, and clustering of duplicates.
And while we mostly consider these out of scope of our research,
it is important to acknowledge their existence and the critical role
they play in the overall process.

3 BACKGROUND AND STATE OF THE ART
The research history of entity matching is long, thus many aspects
have been investigated in great depth. The problem and slight
variations thereof have also been studied under multiple names in
different fields, making it challenging to get a complete overview.

Certain prominent sub-tasks and technical challenges have re-
ceived significant attention. String similarity often plays a central
role in entity matching. A multitude of similarity metrics has been
developed for different purposes, as well as efficient algorithms for
calculating them [1]. Entity matching is generally computation-
ally tricky because the number of possible matches is 𝑂 ( |𝐴| × |𝐵 |).
Techniques for reducing the potential number of matches to be
evaluated are often referred to by the common term blocking, and
many effective and efficient techniques have been developed [9].
Even with these techniques, it can still be quite computationally
heavy. Therefore, efforts have been made to develop algorithms to
scale across multiple cores and machines [2]. Since entity match-
ing problem instances can vary significantly and be hard to tune

correctly by hand, researchers have often used machine learning
[1]. Recently, deep learning, in particular, has received increasing
attention [3, 8, 11]. The community also see the need for interac-
tively querying the user for examples, and so exciting work has
been done within active learning [5, 7].

There is also a significant tradition for making end-to-end sys-
tems. JedAI [10] is a start-of-the-art, highly configurable system
for scalable entity matching which can run on Spark. The user can
choose among several workflows and configure each step through
both graphical and programming interfaces. Magellan [6] is a pop-
ular state-of-the-art ecosystem of entity matching tools for data
scientists. Users can try out different blockers and matchers, utilize
builtin debugging helpers, and use the provided guides to work
through the process. There exist additional packages for doing,
for example, deep learning [8]. CloudMatcher [4] is a state-of-the-
art entity matching platform for lay users. It supports interactive
labeling and crowdsourcing.

4 CHALLENGES FOR INDUSTRIAL USE
As the author has observed from practical workwith a wide range of
heavy-asset companies, there are at least five typical issues that stop
existing techniques and methods from being applied successfully.

• Off-the-shelf implementations are scarce: The number
of openly accessible, well-documented, high-quality, production-
ready libraries and systems is still very low — almost non-
existing. This makes it a bigger investment with an increased
risk of failure to develop and integrate an entity matching
solution into an organization.

• Domain experts depend on entity matching experts:
Most tools require the user to have specific knowledge about
entity matching, which very few have. Other tools require
the user to be able to program and otherwise have strong
technical skills. When in addition significant domain knowl-
edge is needed to understand the data sources, it can be
challenging to scale up any efforts because the intersection
of those who are capable of performing entity matching and
those who actually have the necessary domain knowledge to
understand the data is very small or empty. Domain experts,
external consultants, or application developers are often the
stakeholders and driving force behind a data integration ef-
fort. They become blocked by being dependent on someone
with enough entity matching expertise, and should ideally
instead be able to service themselves.

• The iterative nature of the problem is not addressed:
Entity matching as a process in reality often needs to be
iterative at two levels. First, the traditional act of performing
entity matching typically takes several takes — since the user
does not know the exact solution upfront. The user might
have to go through the cycle of exploring the data, changing
the solution, and checking the results several times before
he or she gets it right. Regardless of whether the user is
in a labeling flow or a configuration flow. Secondly, entity
matching is rarely a one-time job. Data sources might change
or matching mistakes discovered, which might necessitate
tweaks or updates to the produced solution. Perhaps more
importantly, one might not want to do the whole job at once.



Data integration efforts are often use-case driven. Therefore,
some subsets of the data are more important than others.
One wants to invest some extra resources to get high-quality
matches for these subsets, while it is not worth the trouble to
go beyond mediocre for the rest. Later, as use-cases change
and new ones come along, one needs to raise the quality of
other subsets of the data. See Figure 1 for an illustration.
Most existing systems operate within a single, one-time
batch job framework. There is no notion of "changing" an
already deployed solution, and no way of seeing the effect
of the changes made. The user will simply have to start from
scratch again.

• Non-interpretable solutions: Manymachine-learning-based
systems rely only on non-interpretable methods or on inter-
pretable methods that, in practice, are hard to understand
for users without machine-learning expertise. If matches
produced from a system are going to be used for business-,
health-, or safety-critical operations, they will have to be ver-
ified by someone with the appropriate authority. Moreover,
if the model who produced them are not easy to interpret
and verify, then each match has to be manually verified.
Ideally, the user should be able to verify the model instead
of the matches. It is often easier to construct interpretable
models for heavy-asset industry data because it has a higher
degree of structure and less noise than typical datasets seen
in published research.

• Systems are too rigid: Too many systems do not offer users
enough flexibility to reach their goal. The user might need
to apply different methods to different subsets of the data.
A black box solution can be acceptable in some cases, while
some situations demand interpretable and trusted methods.
And for particular tricky corner-cases, it is crucial to have
an escape hatch to correct it manually.

Of course, most of these pain points have been addressed by varying
degrees by existing work, but few efforts treat them holistically. For
example, Magellan [6] offers flexibility and a short-term iterative
workflow, but it is not suited for domain experts and lacks long-
term iterative workflows. While CloudMatcher [4] can be used
by domain experts, but are rigid. Current systems do not meet
the constraints and requirements that typical scenarios in heavy-
asset industry have, and they are mostly developed towards data
with other characteristics (typical examples being publications and
products).

5 APPROACH
Our approach is twofold and based on the findings in the section
above. First, we implement a framework for flexible and transparent
combination of matching strategies, real-time interactivity, and
inter-session iterative workflows. In order for a system to be flexible,
we view the ability to combine different matchers in a transparent
way more modular and likely to be manageable than one big flexible
(but monolithically) matcher. It also enables mixing andmatching of
non-interpretable and interpretable matchers, as well as matchers
demanding different levels of technical expertise. We propose the
matchers to be combined in prioritized order and each matcher
operating on a defined subset of the data. To support intra-session

iterations and to be user-friendly to domain experts, we emphasize
the need to support real-time interactivity over batch-oriented
processing. In addition, the system must have first-class support
for inter-session iterative workflows. This means there must be
native support changing and tweaking already deployed solutions,
and easily see how those changes materialize. To the best of our
knowledge, no one has tried to combine these three important
aspects holistically in one system. The explicit support for inter-
session iterations is the most novel aspect.

Secondly, we will adapt existing work within this framework —
with a special focus on active learning approaches and deep learning.
In particular, we attempt to adapt active learning methods to not
only predict matches but also jointly predict whether a particular
record is of interest — helping the user match within the scope of
interest without spending unnecessary time on the rest.We base our
model on current state-of-the-art deep learning models for active
learning [e.g. 7]. The user can choose to further refine the scope
or the match precision interchangeably. To our knowledge, jointly
classifying records to determine scope at the same as classifying
pairs of records as match or not using active learning is a novel
approach.

While non-interpretable models are acceptable in some use-cases,
others depend on stricter verification. So in addition, we propose to
explore the possibilities of using deep learning to synthesize inter-
pretable matching rules. A general disadvantage of deep learning
models is their relatively low level of interpretability. One common
way of addressing this is to make explainable models, which usually
means the network will output not only a prediction but also an
explanation of the prediction. Unfortunately, such an explanation
has little value in formal verification processes, as there are no
guarantees the explanations are true to how matches are actually
made. Thus each match will have to manually verify regardless.
The solution is to let the model produce interpretable rules. We will
mainly explore different options on have to take input, produce out-
put, and training strategy. To our knowledge, having deep learning
models produce interpretable entity matching rules have not been
done.

Our proposed approach addresses the last four out of five chal-
lenges presented in the previous section and will make efforts to
reduce them. The last (scarcity of off-the-shelf implementations) is
a collective task for the community, but are easier solved when the
others are not in the way.

6 METHODOLOGY
Since we are interested in reducing the gap between techniques de-
veloped within the research community and real-world use within
industry, we want to evaluate in ways that better reflect real-world
constraints and requirements. Towards this end, we use two main
methodologies. The first being qualitative tests on real-world users
with realistic use cases from heavy-asset industry, and the second
being more classical quantitative experiments on industrial datasets
with relevant evaluation metrics.

The main objective of testing in real-world scenarios with users
is to assess the feasibility of the proposed framework and adapted
methods in regards to being used in industry. It will reveal issues
not easily measured in quantitative experiments. Such as whether



methods targeted towards non-technical users really can be used
by users without technical expertise, whether the system is flexible
enough, whether the feedback is fast enough that the user does not
give up, or whether interpretable solutions really are interpretable
by the targeted users. And importantly, whether the iterative work-
flow meets the requirements of the user’s use case. We will provide
select real-world users access to our system, and they will be tasked
with going through specific, realistic use cases spanning multiple
sessions concerning data they are familiar with. We will observe
the whole process as well as collecting explicit feedback from users.

Most research within entity matching is done using quantitative
experiments on datasets (both real and synthetic). We will do the
same on our adapted methods using collected datasets from heavy-
asset industry. The most prominent evaluation metric for entity
matching is 𝐹1, which is the natural metric to use for the quality of
matches. In our case, where the user is interested in some subset
of the data, it might be relevant to also measure 𝐹1 for subset and
the rest separately. Since we focus on constraints and requirements
for industrial use, we will also measure two metrics targeted more
specifically towards this. The first one being feedback latency as a
metric — i.e., how long before the user finishes his/her actions until
feedback on the action is received. For active learning it will be
example selection latency. The second is quantitive interpretability.
This has to be adapted depending on the method but will be based
on Meduri et al. [7].

Our proposed active learning strategy of jointly classifying records
of interest while classifying matches will be compared to solving
the task separately as well simply ignoring which records are inter-
esting.

7 RESULTS
We are still quite early in the process. However, we have finished
the initial exploration phase, where we identify where current state-
of-the-art from the research community falls short in being used in
heavy-asset industry. The key findings are summarized in Section 4.
While a wide range of typical heavy-asset industry companies is
used in our exploration, we find it plausible that many of the same
issues are relevant for other types of industry.

Recently, we have implemented the first version of our proposed
framework system. Already included are a few traditional non-
machine-learning-based matchers. Some limited preliminary user
testing has been performed and shows promising results. But we see
the need for accessible learning-based methods, and are currently
in the initial phases of integrating an active learning workflow.

We have also invested some resources in collecting datasets, and
we hope to publish some of them in the future when we finalize
them.

8 CONCLUSION AND FUTUREWORK
In this paper, we have introduced the author’s PhD research, includ-
ing the proposed approach, methodology, what has been achieved
so far. While research on entity matching has developed an ex-
tensive suite of specialized techniques and methods, they still see
limited industrial use. So far, we have concluded that there are at
least five pain points that stop widespread adoption of state-of-
the-art methods in heavy-asset industry, which are summarized

in Section 4. Furthermore, we have an initial implementation of
our framework system that is promising, and we will use it for our
future work.

The next steps in the research work will be to implement our
proposed active learning approach, and then evaluate with both
user tests and quantitative experiments as described above.

We expect our main research contributions to be how intra-
and inter-session entity matching iterations can be combined, how
active learning for entity matching can be adapted to take into
consideration which records are of interest to the user or not, and
how deep learning can be utilized to produce interpretable entity
matching rules.
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