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ABSTRACT Recent research on recommender systems has proved that by leveraging social network
information, the quality of recommendations can be evidently improved. Traditional social recommendation
models typically linearly combine social network information. For instance, matrix factorization based
models linearly combine latent factors of relevant users and items. However, in practice, the multifaceted
social relations are so complex that simple linear combination may not be able to reasonably organize such
information for accurate social recommendation. On the other hand, existing deep learning based non-linear
methods lack systematic modeling of user-item-friend relations. To handle these issues, we propose a novel,
non-linear latent factor model for social recommendations leveraging Gaussian process. By introducing a
social-aware covariance function, we organize individual users’ past feedback, as well as the associated
social information (e.g., friends’ feedback to the same items) into a covariance matrix, which non-linearly
and systematically learns the complex interactions among users, their interacted items and their friends’
opinions. A stochastic gradient descent based optimization algorithm is developed to fit the model. Extensive
experiments conducted on three real-world datasets demonstrate that the proposed model outperforms the

state-of-the-art social recommendation models and Gaussian process based models.

INDEX TERMS Social recommendation, recommender systems, Gaussian process, social networks.

I. INTRODUCTION

By retrieving relevant items for individual users, recom-
mender systems have become an important tool to handle
information overload, which has been a serious issue due
to the huge volume of data generated every moment on the
Web [1]. For instance, e-commerce sites, e.g., eBay, Ama-
zon have deployed recommendation engines to significantly
increase revenues; online video sites, e.g., YouTube, Netflix
rely on recommender systems to suggest potentially interest-
ing videos from the (increasingly) large videos pool.

As the mainstream recommendation technique, collabora-
tive filtering infers a user’s preference based on her past con-
sumption behavior, as well as that of other similar users. The
recommendations are then made according to the inferred
preference on the unseen items. Recently, online social net-
works like Facebook, Twitter and LinkedIn not only largely
change the way people live, but also provide rich social
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network information, which can be treated as another dimen-
sion of input for building accurate recommender systems.
The basic idea of social recommendation is to mimic peo-
ple’s behavior in physical world: we are likely to seek sug-
gestions from our friends before making decisions [2], [3].
By integrating social network information into traditional rec-
ommender systems, a set of social recommendation models
have been proposed to improve the performance of online
recommendations [4]-[13].

Most existing social recommendation models typically
linearly combine social information. For instance, memory
based collaborative filtering (e.g., user-based collaborative
filtering) learns the similarity between a user and her friends
based on their past feedback behavior and then linearly com-
bines friends’ feedback to predict the target user’s preference
on the target item [14]; while model based collaborative
filtering like Matrix Factorization (MF) linearly combine
latent factors of relevant users, items and social relations [5],
or impose regularization terms to (linearly) constrain the
social influence [15]. However, in practice, social relations
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are highly complicated where social connections are of differ-
ent types (e.g., mutual-friends, follower-followee), different
friends may have different tastes with the target user, and such
taste difference is typically domain-aware (e.g., a friend who
often suggests good restaurants may not be good at recom-
mending clothing stores) and may vary over time. Therefore,
the simple linear combination does not necessarily reason-
ably organize social information for recommendation in com-
plex scenarios [16], or it might be effective by heavily relying
on other side information, which is not always available [17].
Although efforts have been made to apply deep learning
techniques for non-linear social recommendations [18]-[24],
these methods basically model user-friend relations, user-
item relations separately, and then force to merge the influ-
ences from different components via simple operations like
embedding concatenation. For instance, in [21] the graph neu-
ral network based model consists of three components, i.e.,
user modeling part, item modeling part and rating prediction
part. However, systematically and sophisticatedly modeling
user-friend-item altogether simultaneously is relatively less
explored in literature.

In this paper, we aim at breaking the limits of the lin-
earity to improve social recommendations by capturing the
complex interplay among users, items and friends’ opinions
systematically. To this end, we choose MF, one of the most
popular recommendation techniques as the base model, and
apply Gaussian process (GP) [25], [26], which is an advanced
tool for modeling non-linear patterns to learn a non-linear
latent function distribution to predict a user’s preference
on an item taking into account social network information.
Particularly, for each user, we organize her past feedback
into a covariance matrix where each element is the covari-
ance of the corresponding pair of feedback. We propose a
social-aware covariance function based on the well-known
squared exponential covariance function where latent factors
of the target user, items and the user’s friends are used as
input for covariance calculation. Furthermore, we design a
mean function to capture the biases of the target user and the
target item, which are important to model users’ preference
in recommender systems. Once the covariance function and
the mean function are ready, we build the GP based model to
learn the distribution of the latent function to infer users’ pref-
erence in the presence of social network information. To fit
the model, we develop a stochastic gradient descent (SGD)
based optimization algorithm to learn hyperparameters of the
covariance function, latent factors of users and items, as well
as their bias factors. Note that due to its unique characteristics
and complexity, we differentiate the social network infor-
mation from the generic contextual information. Therefore,
modeling other contexts such as time, emotion, location, etc.
is out of the scope of this work.

The main contributions of this work are summarized as
follows: (1) We endeavor to advance social recommendation
research by breaking the limits of traditional linear social
information combination using Gaussian process. Although
GP has been used in collaborative filtering for traditional

VOLUME 10, 2022

rating based preference inference [27]-[32], this work is
the first attempt to apply GP for non-linear social recom-
mendations. Moreover, our approach is able to handle both
implicit feedback and explicit feedback. (2) We propose a
novel social-aware covariance function to capture the com-
plex interplay among the target user, her friends and items.
We also introduce the mean function to take into account
users’ and items’ biases for finer preference inference.
(3) We design a SGD based optimization procedure to fit the
proposed model. Complexity analysis shows that our model is
able to near-linearly scale to the number of observations, thus
is applicable to large-scale data. (4) We conduct extensive
experiments using three real-world datasets to compare the
proposed social recommendation model to the state-of-the-
art methods.

The rest of the paper is organized as follows: In Section II,
we review the related work about social recommendation and
Gaussian process based preference inference in recommender
systems. Section III introduces the preliminaries including
a formal definition of social recommendation problem and
a brief introduction of Gaussian process. We elaborate our
GP based non-linear social recommendation model in
Section IV where we describe the model specification,
present the model fitting procedure and discuss the related
issues in Section IV-A, IV-B and I'V-C respectively. We report
experimental results in Section V, followed by the conclusion
and future research outline in Section VI.

Il. RELATED WORK

A. SOCIAL RECOMMENDATION

Leveraging social network information to improve recom-
mendation quality has become a hot topic. Here we sum-
marized the related work according to methodology, i.e.,

neighbour-based, latent factor model based and deep learning
based.

1) NEIGHBOUR-BASED METHODS

In [33], a neighborhood-based approach is proposed for
social recommendations. The authors conducted comprehen-
sive experiments to compare the performance of the social
based and nearest-neighbor based recommendations. Trust-
Walker [14] employs random walk algorithm to seek relevant
feedback over trust networks to alleviate cold start issue.
Memory based collaborative filtering is then applied to lin-
early combine feedback for recommendation. In [34], distrust
is explicitly modeled to improve trust-based recommendation
models. Yu et al. [35] observed that users’ explicit social rela-
tions may not be reliable for social recommendation, so they
designed a method to adaptively identify credible implicit
links over heterogeneous networks. Specifically, top-K most
similar implicit friends with the target user are identified
through the maximum expectation algorithm and the meta
path based embedding representation learning. The implicit
friends are then adaptively used through item ranking model
for social recommendation.
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Neighbour-based methods typically learn the similarity
between users based on their past behavior and then linearly
combines friends’ feedback to predict the target user’s pref-
erence. On the other hand, our approach utilizes Gaussian
Process to capture complex non-linear social influence.

2) LATENT FACTOR MODEL BASED METHODS

For latent factor model based approaches, social network
information is handled in three ways, i.e., co-factorization,
ensemble and regularization [2]: (1) Co-Factorization. In [5],
the authors proposed a probabilistic matrix factorization
based approach to factorize both user-item-rating matrix and
social relations matrix to fuse rating and social information.
A similar approach is described in [36]. (2) Ensemble. The
basic idea of this approach is to predict the target user’s
preference on an item by linearly combining friends’ pref-
erences, which are derived as the inner product of their and
the target item’s latent factors. The weight of each friend’s
preference can be predefined or learned from the data.
(3) Regularization. Ma et al. [15] introduced the social regu-
larization on the basis of matrix factorization to constrain the
taste difference between a user and her friends. Two variants
are proposed: (a) average-based regularization that minimizes
the difference between a user’s latent factors and the average
of that of her friends; (b) individual-based regularization that
focuses on latent factor vector difference between a user and
each of her friends. This work also compared the performance
of different similarity measures, i.e., Vector Space Similarity
and Pearson Correlation Coefficient (PCC). In [17], with rich
contextual information, the authors used the similar social
regularization to incorporate social information. A context-
aware PCC is proposed to measure the similarity between
users’ preference. Wang et al. [37] utilized social informa-
tion to model user exposures on items in the modular way of
social regularization and social boosting and then generated
social recommendation by combining collaborative filtering
model, which alleviated the assumption that people must
share similar preferences with their social friends.

Latent factor model based methods rely on inner product
to capture users’ preference considering social influence.
Although various contextual information can be integrated,
linear combination of latent factors affects the effectiveness
in complex scenarios. While our approach endeavors to break
the limits of linear modeling using Gaussian Process.

3) DEEP LEARNING BASED METHODS

Recent trends on deep learning brought another line of
research. Wang et al. [38] extended neural collaborative fil-
tering (NCF) [16] model by combining with graph regulariza-
tion technology, and developed a neural social collaborative
ranking model (NSCR) to solve the problem of cross-domain
social recommendation. Different from the previous static
models that only leverage local social neighbors of users in
social recommendations, Wu et al. [18] designed a layer-wise
recursive social influence diffusion neural network, which
can better model the recursive dynamic social diffusion and
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item embedding. Song et al. [19] proposed a model com-
bining the advantages of RNN and graph-attention neural
network to solve the problem that users’ interests are dynamic
and easily influenced by friends in online communities.
Fan et al. [21] introduced a social recommendation model
based on graph neural network. The model comprises of three
components: user modeling that can learn user latent factors
from the combination of social graph and user-item graph,
item modeling that can learn item latent factors by jointly
capturing interactions and opinions in the user-item graph,
and rating prediction for generating social recommendations.
In [39], a dynamic social aware recurrent neural network
and a static social attention network were proposed to model
users’ dynamic preferences and static preferences respec-
tively. Then the dynamic part and static part were combined
to generate temporal social recommendations.

Existing deep learning based methods mostly model
user-friend relations and user-item interactions separately and
then combine different components via simple operations like
concatenation. On the other hand, our approach systemati-
cally and sophisticatedly models user-friend-item altogether
and provides an end-to-end architecture.

B. GAUSSIAN PROCESS FOR RECOMMENDATION
Gaussian process has been applied to learn users’ prefer-
ence in collaborative filtering. Lawrence et al. [40] devel-
oped a non-linear extension of matrix factorization. The
authors first proved that probabilistic matrix factorization is
equivalent to probabilistic principal component analysis, and
then extended the model in a non-linear fashion by apply-
ing Gaussian process to learn a non-linear latent function.
Platt ez al. [28] applied Gaussian process for regression to
learn a user’s preference over music. An algorithm, Ker-
nel Meta-Training (KMT) was proposed to derive a kernel
from a set of meta-training functions which share the same
function distribution with the final training function. Based
on KMT, a system AutoDJ was designed to automatically
generate music playlists based on the seed songs selected by
a user. In [29], Gaussian process and collaborative filtering
were combined to learn pair-wise preferences expressed by
multiple users. Specifically, the task of learning users’ pref-
erence was treated as a binary classification with Gaussian
process where a preference kernel is used. Bonilla et al. [31]
focused on generalizing the knowledge of known users to
infer the preference of unknown users. Gaussian process prior
is applied over users’ latent utility functions to learn the
similarity of users’ preference which can be used to aid in
the elicitation process for a new user.

Beyond feedback information, a few GP based approaches
have been proposed to incorporate other available informa-
tion for recommendation. In [41], the authors proposed a
framework to incorporate side information by coupling mul-
tiple probabilistic matrix factorization via Gaussian process
priors, where the latent features are replaced by latent fea-
ture functions. GPFM [42] tries to improve context-aware
recommendations by relaxing the assumption of linear
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combination of latent factors of users, items and contexts like
in Factorization Machines [43]. The authors assumed that the
roles of items and contexts are equivalent and then introduced
the utility of every <item, contexts> pair measured by the
function of the corresponding latent factor representations.
GP is applied to learn such a utility function. The authors
also proposed variants to handle both explicit feedback and
implicit feedback.

Ill. PRELIMINARIES

In this section, we first formally define the social recom-
mendation problem and then provide a short introduction
of GP before presenting our social recommendation model
in Section IV.

A. SOCIAL RECOMMENDATION

Social recommendation emerges as the combination of two
concepts: social networks and traditional recommender sys-
tems. Broadly speaking, social recommendation covers every
aspect of recommendation in social networks including rec-
ommending any objects such as friends, events, tags, groups,
etc., [44] or utilizing any information available in social net-
works for such recommendations (e.g., feedback, textual con-
tents) [45]; narrowly speaking, social recommendation refers
to recommendations that are made by leveraging users’s
social relations, e.g., the connected users tend to share the
similar tastes [46]. In this paper, we focus on the narrow def-
inition of social recommendation, which is more straightfor-
ward to help us better understand social recommendation and
its limitations like linear combination of social information.

In a social recommender system, a set of users U/ are
connected to each other (e.g., become mutual friends like in
Facebook or follow users like in Twitter). We denote S as
user-user social relations, where S; j = 1 if user u; and user u;
are connected, and S;; = 0 otherwise (see Fig. 1(a)). Any
user can consume any item from item set V based on her
preference, and the user’s feedback to the interactions can be
measured by a variety of means. For instance, the feedback
could be binary, e.g., bookmark or not in Delicious.com;
on the other hand, some applications like Netflix employ
five-point likert scale to measure a user’s preference on an
item. We denote such feedback by R (see Fig. 1(b) where ‘7’
indicates the user does not interact with the item).

Typically, social recommendation has two inputs: social
relations S and feedback R. The goal of social recommen-
dation models is to learn a function ¢y that can infer a user’s
preference on an item, so mathematically, social recommen-
dation model can be defined as:

rul‘,Vj = (ps(uiv Vj|S, R)a (1)

where u; is the target user and v; is the target item. Rec-
ommendations can then be made according to the predicted
preference (in descending order).

Most existing social recommendation models design ¢ as
the linear combination of social information. For instance,
memory based CF infers a user’s preference as the weighted
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(b) Feedback matrix R (five-point likert scale rating as
an example).

FIGURE 1. An example of input for social recommendations.

sum of feedback from friends (or the ones that are trustworthy
from the perspective of the target user) where the weight
is determined based on users’ past feedback behavior [14].
For model based CF, e.g., latent factor models, ¢; is derived
by linearly combining users’ and items’ latent factors, and
social information is incorporated via co-factorization [5] or
regularization [15], [17]. As argued before, such linear com-
bination does not necessarily well organize the social infor-
mation, so the goal of this work is to remove the constraints of
linearity and learn a non-linear function ¢ to improve social
recommendations using GP, which will be introduced in the
next subsection.

B. GAUSSIAN PROCESS

Gaussian processes (GP) [25], [26] are a powerful tool for
modeling function distributions from data. Instead of directly
fitting observation data, GP relies on a Bayesian approach to
learn a posterior distribution over functions. In other words,
GP can be treated as the extension of the Gaussian distribu-
tion to functions. Mathematically, a Gaussian process p(¢)*
defines a distribution over functions, where ¢ is a function
that maps the input space &' to R, i.e,, ¢ : X — R. Let
o = (p(x1), e(x2), ..., p(x,)) denotes an n-dimensional vec-
tor of function values at the corresponding n points x; € X.
Formally, p(¢) is a Gaussian process if for any finite subset
of {x1,x2, ..., x,}, the marginal distribution over that finite
subset p(¢) follows a multivariate Gaussian distribution [25].
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A Gaussian process is fully specified by a mean function:

ux) = Elp(x)], ()
and a covariance function:
k(x,x") = E[(g(x) — p()) (@) — u&x)], 3)

Once the mean function w(x) and covariance function
k(x,x") are defined, one can use Gaussian process for
regression, i.e., predicting the value of the next observa-
tions. Specifically, Gaussian process regression is a Bayesian
approach which assumes a Gaussian process prior over func-
tions, i.e., according to Eq. 4

plelX, ©) = N(u, %), “

where w is the mean function and ¥ is the covariance matrix
depending on the input X = {x1,x,...,x,} and some
hyperparameters ®. The (i,j)th element of X is the covariance
of the function values at the point of x; and x;, obtained by
the covariance function k(x;, x;). When making prediction
(without the consideration of any noise), the joint distribution
of the training output ¢ and the test output ¢ is:

e nX) | | KX X) KX, X)
|:¢/i| N([M(X/)i| ’ I:K(X/, X) K(X/, X/)])’ (5)

where X' represents the n’ test points, u(X’) is the mean
function of the test points and K (X, X') denotes the matrix
(n x n') of the covariances of all pairs of training and test
points. We will elaborate how the test ¢’ can be predicted in
the context of modeling users’ preference taking into account
social network information in the next section.

IV. SOCIAL RECOMMENDATIONS WITH GAUSSIAN
PROCESS

A. NON-LINEAR SOCIAL RECOMMENDATION MODEL
Having defined social recommendation problem and intro-
duced GP, we present our GP based non-linear model for
social recommendations. Our model is built on top of latent
factor models so we assign a latent factor vector u; to each
user u; and a latent factor vector v; to each item v;. Note
that users’ and items’ latent factor vectors share the same
dimensionality d.

For each user u;, we assume the system records her past
interacted items V; and the associated (binary or numeri-
cal) feedback. We denote friend set of this user by F; =
{f;.1,fi 2, ...}. Note that F; records the latent factor vector of
every friend (i.e., f; x represents latent factor vector of u;’s
xth friend). Let R; ; =< w;, v}, F{ > represents an interaction
between u; and vj, whe;e F{ is a subset of F; (sz' C F),
and each element of F{ is the friend that also interacted
with item v;. In case no friends have interacted with v; (i.e.,
F{ = @), R;; is simply represented by the latent factors of
the corresponding user and item. Accordingly, we denote all
interactions of u; by R;, and the corresponding feedback set
is denoted by r;. Note that our social recommendation model

6032

is generic in that it can handle both implicit feedback and
explicit feedback (e.g., five-point likert scale ratings).

The purpose of our model is to learn a latent function ¢! for
each user u; that maps the latent factors of the user, her friends
and the interacted items, i.e., R; to the feedback values r;:

gaé ‘R —> 1, (6)

In order to take into account the noise, which is common
in practice, we assume an additive independent identically
distributed Gaussian noise €, with variance o 2:

ri = ¢/(R) +e, (7

We then apply Gaussian process regression to infer the
distribution of <p§ to predict user u;’s preference on items
that ; has not interacted, taking into account the associated
social network information, i.e., r; = ¢§(R§) + €. The joint
distribution of the observed feedback values and the feedback
to be predicted is obtained, according to the theory that the
values of the function to be learnt follow multivariate Gaus-
sian distribution:

[fﬂg} ~ N( [M(Ri)] [K(Ri, R) + 0’1 K(R;, R;)]) )

: w(R |’ KR, R) KR}R)|”

where [ is identity matrix, u(.) is the mean function and
K is the covariance matrix where the (r, ¢)th element of K
represents the covariance evaluated at the rth and cth interac-
tion (i.e., feedback) of R;, i.e., k(R; », R; ). Accordingly, the
elements of K(R;, R;), K(R;, R}) and K (R/, R)) represent the
covariances evaluated at all feedback pairs from R;, R; and
R}, and R/ respectively.

By conditioning the joint Gaussian prior distribution on the
observed interactions, we derive the probability of (pé'/ (which

also follows Gaussian distribution):

s

¢h ol R, R;
~ N(uR}) + K (R}, R)(K (R;, Ry)
+0°D) 7~ () — w(R), KR}, R) — KR}, R)
(KR;, R) + o) 'K(R;, R)), )
Naturally, the best estimate of the latent function <p§/ is the
mean of its distribution:
¢l = n(R) + KR, R)K Ry, R) + 0D~ (g — u(Ry)),
(10)
An advantage of GP is that along with the prediction,
it also provides the associated variance, which can be used
to measure the confidence of the prediction:
var(¢l) = KR}, R) — K(R}, R)(K(R;, R;) + 0*) !
KR, R}),  (11)
From Eq. 10 and 11 we can see that Gaussian process
regression is fully specified by the covariance function and
the mean function. In the next subsections, we present how

to design these two functions to realize non-linear social
recommendation.
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1) COVARIANCE FUNCTION

There are numerous covariance functions which make
GP flexible in different application scenarios. To start with,
we choose the most well known one called squared exponen-
tial covariance function:

(x —x')?

k’/=h2 _
(x, ') = * exp(———

), (12)
where h and A are hyperparameters that control the scale
(or variance) of the function output and the length-scale of
the input x respectively.

Based on squared exponential function, we propose our
social-aware covariance function to measure the covariance
of two interactions R;, and R;, of u; by combining the
covariance between items (v and V') and the effects of users’
friends (i.e., covariance between the target user and every
relevant friend):

kiRi, Riy) = k(v v) [ k(ui b

feF!nFY
-
_ 2 (Vv - Vv’) (Vv - V\/)
= h”exp(— 2
w— (-
W exp(———— 7
X 1_[ , exp( 2 )
feFNF}
0
= h? exp(——), 13
exp( 2)@) (13)
where 0 = (v, — V) (v, — V) + ZfeFiva;/(ui —

f)T(u; — f). So the new social-aware covariance function is
actually in the form of squared exponential kernel but with
more sophisticated organization of latent factors of the target
user, her friends and target item pairs. Note that not every
interacted item has feedback information from u;’s friends.
That is, if F/ N F l.V/ = &, the covariance function only
captures the covariance of the corresponding pair of items
(v, and v,/). Once the social-aware covariance function is
designed, we can calculate u;’s covariance matrix, which
non-linearly captures the interplay among users (#; and her
friends) and items. Fig. 2 shows an example of u;’s covariance
matrix.

Note that we are not claiming that squared exponential
covariance function is the best base function for design-
ing social-aware covariance function. We leave as a future
work a more detailed discussion on the tradeoff between the
more sophisticated covariance function (e.g., neural network
covariance function) and the associated extra computational
overheads.

Through covariance function, latent factors of the tar-
get user, the items and the corresponding friends are thor-
oughly interacted and modeled, where the importance of
each friend’s opinions to the target user’s preference in the
corresponding scenario is automatically learned and reflected
by the latent factors.
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R;1 R;i» R;i3 Rim
Ri’1 ki(Rin, Ri) | ki(Rins Ri2) |ki(Rin, Ris) | v ki(Ri 1, Rim)
Rl"z ki(Ri2, Rin) | ki(Riz2, Riz2) | ki(Ri2, Rig)| ki(Ri2, Ri;m)
KR, R;) =
Rz’,3 ki(Ris, Rin) | ki(Ris, Riz2) |ki(Rigs, Rig) | - ki(Ri 3, Riym)
R | Fi(Rims Rix) | ki(Rim, Ri2) | ki(Rim, Rig)| - 0i(Rijmy Rim)

FIGURE 2. An example of u;’s covariance matrix K (R;, R;) constructed by
u;'s m interactions using the proposed social-aware covariance function.

2) MEAN FUNCTION

In recommender systems, users’ and items’ biases, which
are independent of an interactions often play an important
role in preference inference [47]. For instance, some users
prefer giving high ratings to items, while some other users
prefer assigning low ratings; For items, there are always some
items that get higher ratings or attract more visits than others.
In order to incorporate such biases, we assign a latent bias
variable b; to each user u;, and a latent bias variable b; to each
item v;. The mean function of an interaction between u; and
vj is then designed in the form of biases combination:

i) = b+, (14)

According to Eq. 10, such a mean function, in addition to
latent factors based inference, adds bias factors to learn the
function ¢;. We will demonstrate the effectiveness of biases
in the evaluation section.

3) RECOMMENDATION
Once the social-aware covariance function and the bias based
mean function have been designed, we are able to predict the
target user u;’s preference on the set of unseen items using
Eq. 10. Essentially, the predicted preference is the weighted
combination of u;’s preference on the past items where
the weight is determined by non-linearly learning the inter-
plays among u;, the interacted items and the relevant friends
(i.e., by covariance matrix). Note that each unseen item
v is firstly converted to latent representation R;, =<
u,v,F l."/ >. Using Eq. 11, we can decide whether to accept
the predicted preference or not.

The final top-N recommendation list is produced in the
descending order of the predicted preference on the unseen
items.

B. MODEL FITTING

The effectiveness of Gaussian process largely depends on
the proper choice of covariance function hyperparameters
(i.e., h, X and o), as well as the introduced latent factors
and biases of users and items. In this section, we develop a
SGD based optimization algorithm to fit our non-linear social
recommendation model.
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According to the definition of Gaussian process, the dis-
tribution of observed values follows multivariate Gaussian
distribution (for user u;):

R;l _1
p(ri|R;, ®;) = 27)” 2 |K(R;, Ry)| 2
,e*%(ri*l/-i)TK(Ri,Ri)_l(ri*Mi)’ (15)

where p; represents the values calculated by the mean func-
tion (see Eq. 14), and |.| denotes the cardinality of a set. Then
the negative log marginal likelihood is obtained:

L = —logp(ri|R;, ©))

= u10g27'[ + =

2
+§(ri -

1
5 log |[K(R;, R})]

w) KR, R i — ), (16)

With Eq. 16, model fitting becomes an optimization prob-
lem of minimizing the negative log marginal likelihood L.
We use SGD to estimate the parameters ® by seeking the
partial derivatives of L with respect to the covariance hyper-
parameters, latent factors and bias factors. Each parameter
0 € O is updated iteratively, until the predefined maximum
number of iterations has reached or the negative log marginal
likelihood converges:

oL
6«0 —a;, (17

where « is the learning rate. Next, we provide details of
derivatives of L with respect to individual parameters.

We first derive the derivatives of L with respect to users’
and items’ biases:

oL 10
25 = — 1) KR, R)™! 39’ (18)
i __ Opi
where 6 = b orbv and allf = a—’g =1.

Then the derlvatlves of L with respect to covariance func-
tion hyperparameters (i.e., &, A and o) and the latent factors
of users and items are derived as follows:

aL 1 _19KR;, Ry)

25 = 5 KR, R)™ =) — —( r;
1aK(Ri,R,)

a0

From Eq. 19 we notice that in order to obtain the final
derivatives, we also need to calculate the derivative of covari-
ance matrix with respect to each parameter. Eq. 20, Eq. 21
and Eq. 21 show such derivatives with respect to covariance
hyperparameters (i.e., § = h, > or o).

—u)'K

‘R;, R)™ KR, R) ' — i), (19)

0K (R;, R)) 0
——~ =2h ——), 20
m exp(—5-3) (20)
0K (R;, R)) 2 0 0
— 0 —=H=, 21
ax ERANETPAPE @D
and
IK(R;, R;
M =201, (22)
do
where 0 = (V= Vi) T (Vo = Vi) + 3 oy (Wi =T (0 =),
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Next, the derivative of covariance matrix with respect to
the target user u;’s latent factors (the dth factor of latent factor
vector ;) is:

8K(Ri’Ri)—h2exp( 0 ZfeFVmFV’(fa’ u;g)

g 22 A2

. (23)

Similarly, the derivatives of covariance matrix with respect to
latent factors of the first item v, the second item V' and each
relevant! friend are obtained:

IK(R;, R;

% Xp(— 5 Q ) R
IK(R;, R;

% = R exp(— 2%)” 49
KR, R) 5 0 uza’ fa
L = e

where Q = (v, —vy) " (v, —vvl>+zf€F},mF¢ (u;— )" (u;— ).

C. DISCUSSION

The computational complexity of our proposed social recom-
mendation model is mainly determined by the inversion of a
matrix, for which the standard methods require time O@@3) for
an x n matrix. Note that 7 is the averaged number of the inter-
acted items per user. This can be improved by applying faster
matrix multiplication method such as Coppersmith-Winograd
algorithm [48] or Cholesky decomposition. Alternatively,
approximation techniques like variational Bayesian inference
can be applied to accelerate the learning process. Besides
the cost of matrix inversion, the cost of taking derivatives
with respect to parameters is determined by the number of
parameters to be learned (for a single user): O x (7 +
IF| + wd + up + 3" iy + mp)), where % is the cost of
matrix multiplication, |F| is the averaged number of friends
(that interacted with the same items with the target user) per
user, u = 1 and u, = 1 indicate the target user herself
and her bias, > " i, represents the items’ biases (i, = 1),
ny = 3 is the number of covariance function hyperparam-
eters. When considering all users, the total computational
complexity is O(U|i® + [U|ii* x (( + |F|)d)). Note that
although a user may have thousands of social connections,
only a few of them share the commonly interacted items with
the target user, so |F| is typically very small. The final cost is
O(|R|i*d), where | R| = |U| x 1 is the number of all observed
feedback. n largely depends on the activity of users, but in
most applications, 7 is reasonably small and follow a long-tail
distribution. Furthermore, we may apply sampling techniques
to only keep the most informative interactions for training,
thus further decreasing 7. Regarding the dimensionality d of
latent factor vector, it is typically small (e.g., 5 - 10) due to
the high modeling capacity of GP. Given that both 7 and d
are small, and 7 increases slowly with the increasing |R| due
to the large user set U, the computational complexity of our

INote that we only update latent factors of the friends who have interacted
with the same items with the target user.
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social recommendation model is near-linear in the number
of total observed feedback R.

Besides computational complexity, another issue we want
to mention is the well-known data sparsity. Like any other
social recommendation models that rely on the information of
interactions among users, their friends and items, our model
also assumes a user has sufficient historical information for
model building. We will demonstrate in the evaluation section
how the size of training data (i.e., the number of past interac-
tions) influences the performance of our model.

Finally, we want to emphasize that although our GP based
model is designed for social recommendations, in case social
information is not available, e.g., movie recommendation
in MovieLens, our model is still applicable to model the
non-linear interactions between users and items. Experiments
results (see Section V-B2) show that such non-linear model-
ing indeed outperforms traditional linear models.

V. EVALUATION

A. EXPERIMENTAL SETTINGS

In this section, we conduct experiments with the aim of
answering the following research question: (RQ1) Does
Gaussian Process based non-linear approach effectively
improves social recommendation quality? (RQ2) Does our
proposed social recommendation model outperforms the
state-of-the-art methods?

1) DATASETS

The experiments were conducted over three real-world
datasets. The first dataset was collected from book-
marking service site Delicious (http://www.delicious.com).
The dataset [49] contains 1,867 users who bookmarked
69,226 URLs. There are 104,799 unique (user, URL) pairs.
On average, each user bookmarked 56.132 URLs and each
URL was bookmarked by 1.514 users. There are totally
15,328 social connections, i.e., (u;, u;) pairs, and each user
has 8.236 connections on average. The task of a recommen-
dation model is to recommend the URLSs that the target user
is likely to bookmark.

The second dataset was collected from Last.fm (http://www.

lastfm.com). The dataset [49] records the information about
1,892 users’ listening history with 17,632 music artists. There
are 92,834 unique (user, artist) pairs. On average, each user
listened to 49.067 artists, and each artists were listened by
5.265 users. There are 25,434 social connections and each
user has 13.443 friend relations on average. The task of a
recommendation model is to recommend the artists that the
target user is likely to listen to.

The last dataset was from Epinions (http://www.epinions.
com), which records 49,290 users who reviewed 139,738
products [50]. There are 664,824 reviews and 487,181 trust
statements (i.e., unidirectional social relations). The task of a
recommendation model is to recommend products for users
to review.
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Note that in Delicious data and Last.fm data, the feedback
is binary, i.e., bookmarking a URL or not, listening to an
artist or not. In Epinions data, the feedback is in five-point
likert scale where 1 for worst and 5 for best. For each dataset,
all user-item interactions are sorted in chronological order;
the first 80% of data is used for model training, the next
10% of data is for model validation and the rest 10% of
data is used as test data to demonstrate model performance.
With these three datasets, we evaluate the performance of our
social recommendation model in the context of both implicit
feedback data and explicit feedback data. It is worth noting
that the three datasets were collected from different online
applications, proving that our proposed models can be applied
to different application scenarios.

2) BASELINES
We compare the proposed social recommendation model with
several representative baselines:

e« PMF [51]. This is one of the most basic latent factor
model. Each user and item is assigned a latent factor
vector and the preference is predicted as the inner prod-
uct of the corresponding user’ and item’ latent factor
vectors. Top-N recommendation is produced by sorting
the candidate items in descending order of the predicted
preference.

o SocialReg [15]. This is a representative social rec-
ommendation model based on matrix factorization.
A individual-based social regularization term that con-
strains the difference between the target user’s prefer-
ence and that of her friends individually is added to con-
trol friends’ opinions. Pearson Coefficient Correlation
was used to measure user similarity.

e SocialMF [52]. This social recommendation model
incorporates trust propagation mechanism into matrix
factorization techniques. The basic idea is to assume
that the latent factors of a user are dependent on that of
her neighbors in the social network. In this way, latent
factors of users are implicitly connected and accordingly
the social/trust influence is propagated through the net-
work.

o SoRec [5]. This social recommendation model assumes
that users share the same latent factors in the feed-
back space and social space. Then the user-item feed-
back matrix and user-user social relation matrix are
co-factorized to learn latent factors of users and items.

o MFGP [40]. On the basis of matrix factorization, this
model non-linearly combines latent factors using GP.
Specifically, users’ latent factors are treated as the input,
and a GP regression model is built to learn the distribu-
tion of a latent function, which can be used to predict the
missing feedback. The covariance function used in this
model is squared exponential function. This method is
chosen to demonstrate if a non-linear model can help to
improve the accuracy of recommendation.

o SOGNN [21]. This method uses graph neural networks to
coherently models user-user graph and user-item graph
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for social recommendation. The model consists of three
components, i.e., user modeling part, where user latent
factors are learned, item modeling part, where item
latent factor is learned and rating prediction part. We use
the official implementation® on Github to conduct exper-
iments.

o DiffNet [18]. This model uses a layer-wise recursive
social influence diffusion neural network to capture how
users’ latent factors change as the social influence dif-
fuses. Specifically, for each user, her initial embedding
combines a user-specific latent factor vector and related
features. The user’s embedding is updated when social
influence diffusion process continues layer by layer.
We use the official implementation® on Github to con-
duct experiments.

o DiffNet++ [23]. This is an improved version of DiffNet.
Besides modeling the influence diffusion process in
the user-user network, this work also models the latent
collaborative interests of users in the user-item interest
network. That is, the social influence diffusion and inter-
est diffusion are modeled in a unified framework. Each
user’s embedding is iteratively aggregated by consid-
ering this user’s previous embedding, social influence
from the connected user neighbors and interest influ-
ence from the connected item neighbors. The official
implementation of DiffNet++ shares the same Github
repository with DiffNet.

PMF is a traditional linear model and MFGP is a GP
based non-linear model for recommendation without social
network information. Other baselines are social recommen-
dation models. Among these social-aware models, Social-
Reg, ScoialMF and SoRec are traditional matrix factorization
based linear models, while SOGNN and DiffNet are two state-
of-the-art deep learning based non-linear models.

3) METRICS

Rating prediction and top-N item recommendation are two
major tasks of recommender systems. We argue that item
recommendation directly reflects the effectiveness of a rec-
ommendation model so in our experiments, we focus on
the performance of top-N recommendation, i.e., the popular
metrics for rating prediction like Mean Absolute Error (MAE)
and Root Mean Square Error (RMSE) will not be adopted.
Two metrics are used to measure the performance of top-N
recommendation: (1) Precision@N, which is the ratio of the
successfully predicted test items to the top-N recommenda-
tion. This metric can be used to reflect the hit ratio of the top-
N recommendation. (2) Normalized Discounted Cumulative
Gain (NDCG), which is a popular ranking metric to measure
recommendation/ranking quality in terms of the positions of
the successfully predicted items in the recommendation list.
Note that for all methods, we ran 10 times and report the

2https:// github.com/wenqifan03/GraphRec-WWW19
3 https://github.com/PeiJieSun/diffnet
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averaged results. We also calculated standard deviations to
ensure that all comparison results are statistically significant.

All experiments were executed on a server with Intel(R)
Xeon(R) CPU E5-2630 2.20GHz, 128GB memory and
4 Nvidia 1080Ti GPUs equipped.

B. EXPERIMENTAL RESULTS

1) DESIGN VALIDATION (RQT1)

We validate the design of the proposed social recommen-
dation model from three aspects: the influence of social
network information, the influence of the mean function
(biases), and the influence of the minimum number of each
user’s feedback. We initialized the covariance function hyper-
parameters A, h and o as 1, 0.1 and 0.05. Since SGD is
sensitive to the initialized values, for different datasets,
we slightly adjusted the three parameters to maximize the
performance. According to validation set results, latent factor
vector dimensionality was set to 3, 10 and 10 for Delicious
data, Last.fm data and Epinions data respectively. Learning
rate was initialized as 0.001 with decay rate of 0.95 for each
iteration.

We first demonstrate if social network information is prop-
erly handled to improve the quality of recommendations.
Fig. 3 shows precision@10 and NDCG@10 of the pro-
posed social recommendation model and a variant where
social network information is not considered (i.e., in Eq. 13,
ki(Ri v, Ri ) = k(vy,Vvy)). For all datasets, the full model
outperforms the variant, demonstrating (1) social network
information indeed helps to improve recommendation qual-
ity, and (2) social network information is well incorporated
by our Gaussian process based model. To summarize, social
network information improves the performance by 7.97%,
5.44% and 2.56% in terms of precision; 4.58%, 2.00% and
1.51% in terms of NDCG for Delicious data, Last.fm data and
Epinions data respectively. The improvements was observed
in the datasets that have limited social network information,
we believe that in other scenarios with richer social inter-
actions, our model is capable of providing more promising
results. To verify this hypothesis in absence of large-scale
datasets with more dense social connections, we modify the
three datasets by manually creating more social connections.
Specifically, for each dataset, for a pair of connected users
u1 and up, we extracted u,’s all friends, among which we ran-
domly selected f users and built social connections between
u; and each of them. Social density factor f is a parameter
that can be configured for different experiments. In this way,
the social relations become denser. We reran all experiments
using the three artificial datasets with different f values,
and summarized the corresponding improvements in Tab. 1.
Due to denser social information, more evident improve-
ments can be observed compared to the variant without social
information.

We then study the influence of mean function, i.e., users’
and items’ biases. Fig. 4 compares the performance of the
proposed social recommendation and a variant where no
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FIGURE 3. Influence of social network information.
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FIGURE 4. Influence of users’ and items’ biases.

TABLE 1. Influence of social density (top-10 recommendation).
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w
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NDCG@10
o
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o
p—y
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Last.fm
Datasets

(b) NDCG.

Delicious Epinions

density factor f Delicious data Last.fm data Epinions data
Precision NDCG Precision NDCG Precision NDCG
I +8.12% +4.93% +6.38% +2.88% +3.27T% +2.38%
2 +9.27% +5.66% +7.68% +3.69% +4.11% +3.06%
3 +10.04% +5.95 9.06% +3.98 +4.75 +4.01%

bias is considered (i.e., the mean function is 0). From the
results we observe that although mean function is not the
core of Gaussian process (compared to covariance function),
by incorporating users’ and items’ biases that are independent
of the interactions between users and items, it still evidently
improves the performance. This indicates the importance of
biases when inferring users’ preference on items. Essentially,
biases can be seen as a preference adjustment factor that is
learned from past feedback for finer preference inference.
Numerically, the mean function improves the performance by
5.40%,2.51% and 1.66% in terms of precision; 5.30%, 3.03%
and 2.21% in terms of NDCG for Delicious data, Last.fm data
and Epinions data respectively.

Next we demonstrate the influence of the minimum num-
ber of each user’s feedback. Theoretically, more training data
brings higher accuracy but in most recommender systems,
users’ feedback information is typically sparse. Tab. 2 sum-
marizes how the precision and the NDCG vary with the
varying minimum number of feedback for training (ranging
from 5 to 25 with 5 as the increment). It is clear that for
all datasets, both precision and NDCG gradually increase
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with the increasing minimum number of feedback for train-
ing (i.e., the users whose training feedback is less than the
minimum are discarded from the experiments). On the other
hand, higher precision and NDCG (i.e., larger minimum train-
ing feedback) means more users with insufficient feedback
information are ignored, which damages the coverage of the
system. For instance, for Delicious data and Last.fm data,
when the threshold is set to 20, only about 85.75% and
31.45% users are able to benefit from the recommendation
model. In the following experiments, we set the threshold to
10 to balance the tradeoff between the performance and the
coverage of the system for all recommendation models.
Finally, we study the scalability of the proposed models
by measuring the training time of the models with (i) dif-
ferent fraction of data used for training (from 40% to 80%
with 10% as the increment) and (ii) different latent factor
vector dimensionality (from 5 to 20 with 5 as the increment).
Using Last.fm dataset,* we first ran one experiment with most

4Experiments conducted on the other two datasets demonstrated similar
scalability trends.
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TABLE 2. Influence of the volume of training data (top-10 recommendation).

training vol. Delicious data Last.fm data Epinions data
Precision NDCG Precision NDCG Precision NDCG
5 0.0401 0.1455 0.0541 0.2047 0.1129 0.3888
10 0.0442 0.1643 0.0590 0.2485 0.1384 0.4017
15 0.0451 0.1695 0.0615 0.2512 0.1425 0.4150
20 0.0462 0.1755 0.0653 0.2655 0.1508 0.4258
25 0.0470 0.1802 0.0660 0.2712 0.1586 0.4375
1.2
c 1
Xl
®
Los
9]
Q -8—dim=5
[}
g 0.6 dim=10
8 dim=15
T 04 dim=20
£
o
Z 02
0
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FIGURE 5. Normalized training time comparison.

training data (i.e., 80% of data used for training) and biggest
latent factor vector dimensionality, i.e., 20, and recorded
that on average, each iteration takes around 75 seconds.
We then ran all other experiments with different training data
amount and latent factor vector dimensionality settings, and
normalized the corresponding training time per iteration by
the longest time of 75 seconds, as shown in Fig. 5. We can
observe the linear correlation between training time and train-
ing data amount for different latent vector dimensionality,
so overall, our model can scale linearly with the amount of
observation data. Note that all experiments were conducted
on the same server with Intel(R) Xeon(R) CPU E5-2630
2.20GHz and 128 GB memory.

2) COMPARISON STUDIES (RQ2)

We compare the performance of our social recommenda-
tion model with that of the state-of-the-art baselines (see
Section V-A2). By cross-validation, for PMF, we set latent
factor vector dimensionality, learning rate and regulariza-
tion parameters to (10, 0.02, 1), (10, 0.008, 0.001) and
(5, 0.001, 0.01) for Delicious data, Last.fm data and Epinions
data respectively. For SocialReg, we set latent factor vector
dimensionality, learning rate, regularization parameter and
social regularization parameter to (10, 0.05, 1, 0.5), (10, 0.08,
0.0001, 0.00001) and (5, 0.001, 0.1, 2) for Delicious data,
Last.fm data and Epinions data respectively. For SocialMF,
we set latent factor vector dimensionality, learning rate, reg-
ularization parameter and social regularization parameter to
(10, 0.01, 0.1, 1), (10, 0.005, 0.1, 1) and (5, 0.05, 0.001, 5)
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for for Delicious data, Last.fm data and Epinions data respec-
tively. For SoRec, we set latent factor vector dimensionality,
learning rate, regularization parameter and social factoriza-
tion parameter to (10, 0.01, 0.1, 1), (10, 0.005, 0.1, 1) and
(5, 0.001, 0.001, 1) for Delicious data, Last.fm data and
Epinions data respectively. For MFGP, following the original
paper [40], all covariance function hyperparameters were
set to 1 except the noise variance o that was set to 5. The
latent factor vector dimensionality and learning rate were
set to 10 and 1 x 10~*. For SoGNN and DiffNet, their
hyper-parameters were set according to the corresponding
papers, and were then adjusted by cross-validation.

Tab. 3 summarizes the comparison results using the three
datasets when top-10 recommendations are provided. Note
that we ran each experiment 10 times and provided the mean
as final result along with +standard deviation to indicate
statistical significance. For Delicious data, without social
information modeling, the linear model PMF performs worst.
By taking into account social network information, Social-
Reg improves PMF a bit, and SocialMF improves SocialReg
further, demonstrating the importance of social relations.
MFGP outperform both SocialReg and SocialMF, which
are linear models, proving that non-linear model can better
capture the complex interactions between users and items.
For Last.fm data, as expected, MFGP again outperforms
PMEF, demonstrating that non-linear method is more advanced
than its linear counterpart. The behavior of SocialReg is a
bit “unexpected’: it is better than PMF in terms of pre-
cision, but is outperformed by PMF in terms of NDCG
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TABLE 3. Performance comparison (top-10 recommendation).

Last.fm data

Epinions data

Precision

NDCG

Precision

NDCG

0.0590+0.0034

0.248540.0039

0.1384+0.0019

0.401710.0021

0.017940.0031

0.0694 +0.0038

0.10961+0.0024

0.2869+0.0032

0.0186+0.0062

0.065840.0079

0.092540.0083

0.281410.0102

0.0194 1+0.0051

0.0701+0.0063

0.1088+0.0042

0.30114+0.0049

0.0206+0.0055

0.0699+0.0061

0.1029+0.0052

0.282240.0062

0.032540.0045

0.102410.0052

0.1103+0.0043

0.329240.0053

0.042840.0046

0.1836+0.0051

0.122940.0039

0.361240.0048

0.03754+0.0033

0.162940.0045

0.120249.0025

0.34651+0.0034

Delicious data
Precision NDCG

Our model | 0.044240.0003 0.1643+0.0006
PMF 0.0395+0.0003 | 0.147210.0006
SocialReg 0-0399i0.0006 U.].494i0,0010
SocialMF 0.040540.0007 | 0.15004+0.0013
SoRec 0.04024+0.0008 0.1498+0.0009
MFGP 0.0408+0.0007 | 0.1502+0.0011
SoGNN 0.0420:{:0'0009 0~1542:|:0.0013
DiffNet 0.041340.0010 0.152540.0014
DiffNet++ 0.042440.0006 0.1534+0.0011

0.0391+0.0047

0.1788+0.0056

0.1234+0.0036

0.372240.0049
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FIGURE 6. Performance comparison when social network information is not available.

(i.e., the successfully predicted items are at the relatively
low positions in the recommendation lists). This can be
interpreted by the complexity of social information, that
is, although SocialReg considers social information, the
approach of linear combination may not properly learn the
complex social relations. This interpretation is further ver-
ified by the results obtained using Epinions data: for both
precision and NDCG, SocialReg performs worst. SocialMF
and SoRec perform similarly and both consistently outper-
form SocialReg but the improvements are minor.

SoGNN, DiffNet and DiffNet++ evidently outperform
SocialMF, SocialReg and SoRec, indicating the advantage of
neural network, which models user-item-friend relations in a
non-linear way. SOGNN and DiffNet++ perform similarly,
and both of them perform slightly better than DiffNet do,
demonstrating that graph neural network is an effective way
to model social graph and user-item graph for social recom-
mendation.

In all cases, our social recommendation model outperforms
other methods due to the key design that, instead of of lin-
early combining friends’ opinions, the relevant social net-
work information is non-linearly organized into a covariance
matrix, which systematically embeds the effects of user-item
interactions and the associated social influence through the
corresponding latent factor representations. Moreover, biases
also contribute to the improvement of recommendation qual-
ity. To be specific, our model improves the strongest baseline
SoGNN by 18.57% in terms of precision and 17.70% in terms
of NDCG (averaged across three datasets).
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Finally, we test the effectiveness of our model in the
absence of social network information, which is common in
many online applications like MovieLens. Fig. 6 shows the
comparison results in terms of precision and NDCG. Note
that without social information, SocialReg is actually equiv-
alent to PMF so we only present the result of PMF. Similar
to previous experimental results, MFGP outperforms PMF,
and our model performs best in all three datasets. This again
demonstrates the advantage of non-linear modeling of user-
item interactions and the importance of biases. In summary,
by averaging results from the three datasets, our model
improves PMF and MFGP by 84.07% and 33.86% in terms
of precision, 99.18% and 54.93% in terms of NDCG. This set
of experiments prove that our model can be applied to more
generic scenario where social information is not necessarily
available.

VI. CONCLUSION

In order to handle the complex social relations in recom-
mender systems, we presented a social recommendation
model that non-linearly combines social information using
Gaussian process. Our model is built on the basis of a latent
factor model where users and items are represented by latent
factor vectors. For each user, her past feedback information
is organized into a covariance matrix where the covariance of
each feedback pair is calculated by the proposed social-aware
covariance function to capture the complex interplay among
the user, her friends and the corresponding items. We also
take into account biases of users and items which are
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embedded into the mean function of Gaussian process.
We developed a SGD based optimization procedure to fit the
model by learning the covariance function hyperparameters,
latent factors and biases. Three real-world datasets based
experiments demonstrate that our non-linear social recom-
mendation model outperforms the state-of-the-art methods.
As for the future work, we intend to deeply explore other
covariance functions that may better model latent factors of
users and items for preference inference. To handle the data
sparsity issue that current approach faces, we are interested in
exploring collaborative filtering methods that leverage more

side

information.
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