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ABSTRACT Fault diagnosis of aero-engine spindle bearing is a critical technique of engine prognostics
and health management. As is known that the diagnosis of compound fault of aero-engine spindle bearing is
very difficult and easily affected by other vibration interference signals. We present a CCA criterion based
method for blind extraction of specific fault signal from multi-channel observations, which is applicable to
compound fault diagnosis of aero-engine spindle bearing. The proposed method uses the different fault
characteristic frequency of rolling element bearing to estimate the delay parameter in CCA criterion.
The conjugate gradient method is adopted to optimize the CCA criterion, which not only speed up the
convergence of the optimization algorithm, but also improves the reliability of the resulted algorithm.
Both the simulated data and the experimental data are used to verify the effectiveness of the algorithm
in compound fault diagnosis.

INDEX TERMS blind signal extraction, rolling bearing, fault diagnosis

I. INTRODUCTION

ROLLING element bearing is one of the most prevalent
components in rotating machines, and their failure is

one of the most frequent reasons for machine breakdown.
Because the aero-engine spindle bearing works in the harsh
working conditions of high temperature, high speed and
heavy load for a long time, the weak faults in the early
stage will quickly become serious faults, which eventually
cause terrible disasters in various applications. Robust health
monitoring tools are needed to guarantee the healthy state
of rolling element bearing during the operation. However,
there are several challenges to extract the features related to
the faulty rolling element bearing, e.g. the removal of back-
ground noise effect and the suppression of other interference
components. A most challenging task is to deal with the
compound fault. Specially, in the early stage of fault where
the defect is quite small and can be easily buried by other vi-
bration interferences, Compound fault can be rarely detected
and identified from the observations.

In recent years, many experiments and studies have been
performed in the literature for rolling bearing compound fault
diagnosis [1]-[4], including method based on temperature

signal or vibration signal. The method based on temperature
signal [5] diagnoses the bearing fault by monitoring the
change of temperature. However, the fault usually reaches a
severe stage when the temperature changes obviously, which
shows that it is not suitable for the fault diagnosis of aero-
engine spindle bearing in the early stage. In addition, it
is difficult to determine the specific fault location through
the change of temperature, so it is not yet suitable for
the compound fault diagnosis. Methods based on vibration
signal include traditional spectrum analysis method, spectral
kurtosis method, blind signal separation method, blind signal
extraction method and artificial neural network method. The
traditional spectrum analysis method can directly read the
fault characteristic frequency from the envelope spectrum
to determine the fault categories. However, the defect is
quite small and can be easily buried by other vibration
interferences in the early stage. Therefore, the traditional
envelope spectrum analysis method often fails. The max-
imum correlation kurtosis deconvolution (MCKD) method
[6]-[10] considers that the vibration signal is the result of
the convolution of the periodic impact signal caused by
the fault and the resonance response of other mechanical
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parts. Therefore, the deconvolution signal of the specified
period can be extracted by setting the corresponding fault
shift period and regarding the signal with the maximum
correlation kurtosis as the interference component. However,
there are many input parameters of MCKD (such as filter
length and shift bits), and the algorithm is very sensitive to
the parameter values, which means only when all parameters
are reasonably selected, can MCKD play its advantages in
extracting periodic fault impulse signal, which greatly limits
its practical application. Some improved methods based on
traditional methods are also proposed [11]-[15]. Artificial
neural network method has also been applied in the field of
bearing fault diagnosis, including shallow machine learning
model and deep machine learning model. Shallow machine
learning model, such as artificial neural network and support
vector machine [16]-[18], has to extract a series of features
(such as variance, energy entropy, root mean square, etc.)
manually and use the extracted features as the input of the
model. However, this kind of method depends heavily on
the selection of features, and it is very difficult to select
features with obvious differentiation under complex condi-
tions. Deep learning methods [19]-[25] such as generative
countermeasure network and convolutional neural network
(CNN) avoid feature extraction based on artificial experi-
ence. The network automatically finds features in massive
data with better generalization. However, the existing CNN
models usually achieve the prediction for fault classification
purpose only, it cannot extract the fault component from
the observations for further analysis. Moreover, when there
are strong interference signals, the classification performance
degraded sharply. Besides the deep learning method needs a
lot of training data, but it is almost unrealistic to obtain mas-
sive data under complex time-varying conditions because the
spindle bearing speed and load change rapidly and widely.

It should be pointed out that most of the above methods
deal with the observed signals directly. However, the collect-
ed vibration signals of the aero-engine spindle bearing are
actually mixed signals of different vibration sources. The first
reason is that the faults of the spindle bearing of the long-
term operation are usually compound faults, for example,
the entering of foreign body into the bearing may cause
scratches on both the inner race and outer race at the same
time. Compound faults will lead to multiple components in
observations, which contribute more or less to the observa-
tions with unknown impact factors; another reason is that due
to the complicated internal structure of the aero-engine and
the limitation of high temperature environment, the sensors
used for bearing condition monitoring cannot be equipped
on the bearing seat or other parts nearby in actual working
conditions. The vibration signal collected by each sensor is
usually a comprehensive reflection of the vibration of the
bearing and other components, such as oil pump. In addition,
the bearing rotor system with local fault may have typical
nonlinear resonance such as superharmonic resonance and
subharmonic resonance [26]. Therefore, it is often unreliable
to use the sensor observed signals for fault diagnosis directly.

Considering the particularity of compound fault analysis
of aero-engine spindle bearing, the restoration of the specific
fault signal from multiple observations can be solved by
separating the fault signal and other interference signals
from the collected vibration signals. There are two kinds of
methods to accomplish this task, the first one is the blind
signal separation method (BSS), which can separate different
signals simultaneously [27], the other is the blind signal ex-
traction method (BSE), which extract different source signals
successively by using deflation procedure. Compared with
blind separation method, blind extraction method has some
advantages: the first one is that it can save the computational
cost when we are only interested in a specific source signal;
the second one is that we can still restored the source signal of
interest via BSE when simultaneous separation of all sources
is difficult to accomplish in some ill-conditioned scenario. In
general, BSE is more flexible than BSS. This paper focuses
on the extraction of the specific bearing fault vibration signal,
so BSE method is more suitable for aero-engine bearing fault
diagnosis.

Typical BSE methods include FastICA [28] and other
methods based on higher-order statistics. However, the ex-
traction order of source signals for these methods has not
been well studied, and it is unknown in real applications. In
addition, how to take advantage of the prior information of
sources to extract the signal of interest is still unresolved.
Canonical correlation analysis (CCA) [29] has also been
proved to be an effective BSE method. Although some on-
line realizations of this approach have been proposed using
linear prediction, the resulting algorithms are gradient search
method, suffering from slow convergence rate. In fact, gradi-
ent learning algorithm with stable convergence is still expect-
ed, because the existing steepest descent learning algorithm
often leads to failed extraction. To overcome these drawback-
s, we propose to consider the conjugate gradient optimization
for the CCA criterion [30]-[31], which is expected to greatly
improve the convergence speed and stability of the learning
algorithm. The relationship between the delay parameter of
CCA criterion and the characteristic frequency of bearing
fault is discussed. Finally the proposed method is applied to
the diagnosis of aero-engine rolling element bearing. A large
number of simulation and experimental results verify the
effectiveness of the proposed method. It should be pointed
out that the proposed method is readily to be extended to the
real-time monitoring of aero-engine spindle bearing, which
can detect weak faults as early as possible. This enables
to transform the engine regular maintenance into predictive
maintenance, so as to reduce the cost of maintenance.

II. CCA CRITERION FOR BLIND SIGNAL EXTRACTION
If multiple sensors are used to capture the vibrations of aero-
engine spindle bearing, the multi-channel observation signals
can be expressed as a linear mixture of multiple independent
vibration sources. The instantaneous mixing model common-
ly reads

x(t) = As(t) (1)
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where x(t) = [x1(t), . . . , xM (t)]T is the vector of mixed
signals, s(t) = [s1(t), . . . , sN (t)]T is the vector of unknown
sources, A is a M × N (M ≥ N ) unknown mixing ma-
trix, which contains the path attenuation coefficients from
different vibration sources to multiple sensors. The task
now is to design an extraction vector to extract signal from
multichannel observations.

y(t) = wTx(t) (2)

The basic idea behind the CCA approach is that the sum of
any uncorrelated signals has an autocorrelation whose value
is less than or equal to the maximum value of individual
signals. Thus, the CCA approach maximize the normalized
time delayed autocorrelation of the extracted signal y(t) with
respect to the extraction vector w

arg max
w

J̄(w) =
E[y(t)y(t− τ)]

E[y2(t)]
=

wTRτ
xw

wTR0
xw

(3)

where Rτ
x is the time delayed correlation matrix of mixed

signal and R0
x is the covariance matrix of the mixed signals.

It can be seen that the optimal solution is typically obtained
by taking w to be the generalized eigenvector of matrix
pencil (Rτ

x,R
0
x) associated with the maximum generalized

eigenvalue. Clearly, the existence of the solution for sequen-
tially extracting all the sources via CCA approach can be
guaranteed if the generalized eigenvalues are different from
each other. It is also interesting to note that the uniqueness
condition of CCA approach for source extraction is that
the source signals have different normalized spectra, which
enlightens us that we can extract the signal of interest by
optimizing CCA criterion and selecting the appropriate time
delay τ .

Several online algorithms have been proposed based on
the CCA criterion. However, these algorithms use a gradient
descent technique and hence suffer from slow convergence
rate. In addition, the convergence of the gradient learning
algorithms is very sensitive to the mixing process, which
leads to a lower successful rate in real applications. In the
next section, we present a conjugate gradient algorithm to
improve the convergence of the CCA-based online extraction
algorithms.

III. BLIND CCA EXTRACTION ALGORITHM BASED ON
CONJUGATE GRADIENT
In this section, we firstly introduce the conjugate direction
in the optimization problem, and then a conjugate gradient
algorithm is derived to extract one signal source through
optimizing the CCA criterion equation (3). Finally, we sum-
marize the proposed optimization algorithm, and discuss how
to determine the time delay τ to apply the algorithm to the
compound fault diagnosis of rolling bearing.

A. CONJUGATE DIRECTION
Given a symmetric positive definite matrix Q, two vectors d1

and d2 are said to be Q-orthogonal, or conjugate with respect
to Q, if dT1 Qd2 = 0. A finite set of vectors {d1, . . . ,dn} is

said to be Q-orthogonal set if {d1, . . . ,dn} for all 1 ≤ i 6=
j ≤ n.

Given a quadratic convex function

f(x) =
1

2
xTQx + bTx + c (4)

where Q is symmetric positive definite. Let us denote ψk
as the subspace spanned by a set of Q-orthogonal vectors
d1,· · · ,dk,or for short

ψk =

{
x| x =

∑k

i=1
µidi, µi ∈ (−∞,+∞)

}
(5)

The sequence x2, . . . , xk+1 converges to the unique solution
x∗ of Qx + b = 0 after n steps. In other words, x∗ is the
minimizer of equation (4).

This theorem implies that for quadratic convex functions,
the conjugate gradient algorithm converges to the unique
global minimum after finite steps, as long as the update
is conducted along the non-interfering searching directions.
This inspires us to find the conjugate direction of problem
equation (3) and derive the conjugate gradient algorithm to
improve the convergence of the algorithm.

B. DERIVATION OF BLIND SIGNAL EXTRACTION
ALGORITHM
Although theorem is applied to the optimization for quadratic
convex functions, we can always generalize the conjugate
gradient algorithm to devise a numerical routine to minimize
an arbitrary function. Here the Hessian of the cost function
equation (3) plays the role of Q. Note that the optimization
of equation (3) is the problem of maximizing the CCA cost
function. Let J(w) = −J̄(w), so that the maximization prob-
lem is transformed into minimization problem. The conjugate
gradient algorithm selects the successive directions vectors
as a conjugate version of the successive gradients, then the
minimum point can be reached after finite steps.

Since the conjugate gradient algorithm is based on gradi-
ent, we write the gradient and Hessian matrix of cost function
J(w) with respect to w as g

∆
= ∇wJ(w) and H

∆
= ∇2

wJ(w),
where ∇ represents gradient operator. Note that the initial
value of w can be randomly chosen, the empirical choice
is w1 = [1, · · · , 1]

T , whereas the initial search direction d1

should be the steepest descent direction

d1 = −∇w1
J(w1) = −g1 (6)

At step t one evaluates the steepest descent direction −gt.
Based on this direction, the current conjugate direction can
be obtained by adding a scaled version of previous conjugate
direction vector with the scale factor ρt−1

dt = −gt + ρt−1dt−1 (7)

where the factor ρt−1 is chosen to provide Q-conjugacy for
the vector dt with respect to the previous direction vectors
dt−1,dt−2, . . . ,d0. In order to ensure that the search direc-
tion dt and dt−1 are conjugate with the Hessian matrix, the
following equation must be satisfied

dTt Ht−1dt−1 = 0, (8)
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The substitution of equation (7) into equation (8) leads to

ρt−1 =
gTt Ht−1dt−1

dTt−1Ht−1dt−1
(9)

Although equation (9) only ensures that the search direc-
tions of the two adjacent iterations are Q-orthogonal vectors,
it is proved that as long as the initial search direction is
the steepest descent direction, the set of search directions
d1, . . . ,dt (t > 1) generated by equation (7) are non-zero Q-
orthogonal vectors.

For tth iteration, the extraction vector w can be updated by

wt+1 = wt + ηtdt (10)

where ηt is the step size. In order to speed up the converge
of the resulting algorithm, the step size ηt can be also
viewed as a variable that can be estimated via the following
optimization

J(wt+1) = min
η
J(wt + ηdt) (11)

Let ϕ(η) = J(wt + ηdt), the optimal iteration step size
should satisfy dϕ(η)

dη = 0. The solution is straightforward

dTt ∇wt+1J(wt+1) = 0 (12)

Note that the gradient and Hessian of J(w) with respect to
w plays an important role computing conjugate direction, it
can be readily shown that

g =
(wTRτ

xw)R0
x − (wTR0

xw)Rτ
x

(wTR0
xw)

2 w, (13)

Let a = wTR0
xw, b = wTRτ

xw, g can be computed by

g =
bR0

x − aRτ
x

a2
w (14)

The Hessian matrix is given by

H =
bR0

x − aRτ
x

a2
(15)

To achieve an online realization of the algorithm, matrices
Rτ

x and R0
x should be replaced by their sample estimate and

recursively computed as

Rτ
x(t) = βRτ

x(t− 1) + x(t)xT (t− τ)
R0

x(t) = βR0
x(t− 1) + x(t)xT (t)

(16)

where 0 < β < 1 is the forgetting factor. In addition, Rτ
x(t)

is usually replaced by its symmetrical version in practical
implementations. The coefficient a and b can be recursively
computed as

at = βat−1 + y2(t)
bt = βbt−1 + y(t)y(t− τ)

(17)

The substitution of equation (14) and equation (15) into
equation (12) leads to

dTt Ht+1(wt + ηtdt) = 0 (18)

TABLE 1. The CCA blind signal extraction algorithm based on conjugate
gradient

Initialization:
a) initialize time delay τ , extraction vector w1;
b) initialize search direction d1 = −g1;
c) initialize R0

x(0), R
τ
x(0),a0 and b0;

For t = 1, 2, . . . do:
a) compute output signal y(t) according to equation (2);
b) compute gradient and Hessian matrix according to equation (14) -
equation (17).If the current gradient is small enough, the iteration is
stopped, otherwise the iteration is continued;
c) compute extraction vector w according to equation (19) and equation
(10);
d) compute search direction of the next iteration according to formula
equation (7) and equation (9).

Then the optimal step size is given by

η∗t = −dTt Ht+1wt
dTt Ht+1dt

(19)

According to the above derivation, the substitution of equa-
tion (16) and equation (17) into equation (14) and equation
(15) leads to the adaptive conjugate gradient algorithm. How-
ever, it can be seen that

Ht+1 =
[wT
t+1Rτ

x(t)wt+1]R0
x(t)− [wT

t+1R0
x(t)wt+1]Rτ

x(t)

[wT
t+1R0

x(t)wt+1]
2

(20)
Take equation (10) into consideration, the closed form so-
lution for step size ηt cannot be obtained by equation (19)
because Ht+1 also depends on step size ηt. To overcome this
problem and simplify the optimization with respect to step
size, let us recall that a fixed small step size for gradient
learning still performs well. So we propose to firstly update
the blind extraction vector w according to equation (10) with
a small step size, so as to obtain ŵt+1 temporarily, and then
we substitute ŵt+1 into equation (20) to get Ht+1, finally
substituting Ht+1 into equation (19) leads to the optimal step
size. Without losing generality, we simply use ηt = 0, then
we have ŵt+1 = wt and Ht+1 = Ht. This can not only
ensure the convergence of the algorithm, but also avoid the
tedious iterative operation between equation (10), equation
(20) and equation (19).

C. APPLICATION OF ALGORITHM IN BEARING FAULT
DIAGNOSIS
Combining the results obtained so far, a CCA adaptive blind
signal extraction algorithm based on conjugate gradient can
be summarized in Table (1). Here we need to pay special
attention to the following three points: (1) In order to ensure
that the generated search direction is conjugate with respect
to the Hessian matrix, the initial search direction must be the
steepest descent direction; (2) Different from the quadratic
convex function, the Hessian matrix of arbitrary cost function
cannot be guaranteed to be always positive definite, so in
general, the conjugate gradient algorithm cannot achieve
convergence in a few finite steps; (3) the conjugate gradient
algorithm can be implemented by either continuous iteration
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or discontinuous one. We recommend executing groups of
M search steps. After M iteration steps, the algorithm resets
with its current w as a new "origin", from which we start
another M search steps. This method can eliminate the accu-
mulation error of continuous conjugate direction iteration.

In addition, the amplitudes of the shocks are subjected to
modulations by the rotations of the inner race (inner race
fault), the outer race (outer race fault) or the cage (element
fault). Among these types of faults, the inner race fault and
outer race fault are more common, and They are usually
compound faults in most scenarios. For example, the entering
of small rigid foreign body into the bearing will cause defects
on both the inner and outer race. Due to the particularity
of the working environment of aero-engine spindle bearing,
the sensors cannot be directly arranged near the bearing,
but can be only arranged on the non-rotating parts or the
gearbox. Thus the vibration signals collected by the sensors
are comprehensive reflection of the vibration caused by the
fault point of the bearing and other vibration sources. In order
to extract bearing fault signal from collected vibration signal,
some prior knowledge about bearing fault signals have to be
exploited. The high-speed rotation of the shaft often leads
to the bearing fault signal with cyclostationarity, which can
be characterized by the cycle frequency of the fault signal,
and different types of faults have different cycle frequencies,
also known as the fault characteristic frequency. Therefore,
the fault characteristic frequency can be used to extract the
specific fault signal. The inner and outer fault characteristic
frequencies read

fi=
n

2 ∗ 60
(1 +

d

Dm
cosα)z, (21)

fo=
n

2 ∗ 60
(1− d

Dm
cosα)z, (22)

where fi is the inner race fault characteristic frequency, fo
is the outer race fault characteristic frequency, n is the shaft
speed, α is the contact angle, Dm is the pitch diameter, z is
the number of rolling elements, d is the roller diameter.

For the proposed algorithm, it is necessary to ensure that
the time delayed autocorrelation of the target fault signal has
the maximum value. As for the cyclostationary signal, the
fault signal has the maximum autocorrelation at the time de-
lay associated with the cyclic frequency. Therefore, the time
delay τ in the CCA criterion should be the one corresponding
to the cyclic frequency of the target fault signal. Take the
extraction of the inner race fault signal as an example, the
time delay can be computed by

τi=1/fi, (23)

By choosing corresponding time delay τ , one can extract the
fault signal of interest using the algorithm in Table (1).

IV. SIMULATION AND EXPERIMENTAL RESULTS
In this section, some simulation and experimental results are
presented to demonstrate the performance of the proposed C-
CA adaptive blind signal extraction algorithm based on con-

jugate gradient in compound fault diagnosis of aero-engine
spindle bearing. In the simulation, we test our algorithm for
the well-known bearing data from Western Reserve Univer-
sity [32], and the mixing matrix is randomly generated. In
the experiment, we test our algorithm for the real-world data
measured from aero-engine rolling bearing element bearing
with compound faults. The proposed algorithm is used for the
diagnosis of the compound faults.

FIGURE 1. Source signals. (a) time signals; (b) envelope spectra.

A. SIMULATION RESULT
The source signals are the bearing vibration signal from
Case Western Reserve University (CWRU) Bearing Data
Center. It can be seen that the data sets are grouped into
three categories- inner race fault, outer race fault and normal
bearing vibration signals. In addition, in order to simulate the
noise environment, a Gaussian white noise signal is randomly
generated as the background noise source. The source signals
are shown in Fig. 1.

It can be seen from Fig. 1 (b) that the inner race fault
characteristic frequency of the source signal is 159.7Hz,
and the outer race fault characteristic frequency is 106.2Hz,
and the high-order harmonic can be seen. The existence
of high-order harmonic is due to the misalignment in the
actual bearing installation process. The more serious the
misalignment, the more obvious the high-order harmonic that
exists in the vibration signal. It can be seen from Fig. 1
that the envelope spectrum of the second source signal only
contains an obvious frequency component of 30.3Hz, which
means it is the vibration signal of the healthy bearing. The
mixing matrix is randomly generated meeting the Gaussian
distribution, and the envelope spectrum of the first channel
of mixed signals are shown in Fig. 2, which illustrates the
envelope spectrum contains inner race fault frequency of
159.7Hz and outer race fault frequency of 106.2Hz. CCA
adaptive blind signal extraction algorithm based on conjugate
gradient is used to extract inner race fault signal and outer
race fault respectively.

We just set τi = 6.26ms to extract the inner race fault
signal. Fig. 3 shows the inner race fault signal extracted by
the proposed algorithm. We see that the proposed algorithm
can successfully extract the inner race fault signal with fre-
quency of 159.7Hz, which verifies the effectiveness of the
proposed algorithm. Fig. 4 shows the learning curve of the
cost function. The red line represents the cost function value
corresponding to the optimal solution, and the black line is
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FIGURE 2. Envelope spectrum of mixed signal (channel 1).

FIGURE 3. Extracted inner race fault signal.

the cost function change curve in the actual iteration. We find
that the cost function converges rapidly to the optimal value
in 2000 iterations.

We just set τo = 9.42ms to extract the outer race fault
signal. Fig. 5 shows the outer race fault signal extracted by
the proposed algorithm. We see that the proposed algorithm
can successfully extract the inner race fault signal with fre-
quency of 106.2Hz. In addition, we can also see high-order
harmonic in the envelope spectrum, which is an obvious outer
race fault feature. Fig. 6 shows the learning curve of the cost
function. We find that the cost function converges rapidly
to the optimal value, which verifies the effectiveness of the
proposed algorithm.

B. EXPERIMENTAL RESULT
In the experiment, we designed the experimental to detect
the vibration signal from the aero-engine rolling element

FIGURE 4. Convergence curve of the cost function for inner race fault signal
extraction.

FIGURE 5. Extracted outer race fault signal.

FIGURE 6. Convergence curve of the cost function for outer race fault signal
extraction.

bearing with compound fault, using a three point contact
ball bearing with two-piece inner race (D276126NQ1U). The
dimension parameters of the bearing are shown in Table 2.
The front fulcrum thrust bearing supporting the high-pressure
compressor in the aero-engine. It mainly sustains the axial
and radial loads, works in the harsh working conditions.

The experimental bearing is a waste bearing removed from
an aero-engine during the routine maintenance. Slight pitting
corrosion fault is found on both the inner and outer race,
which is a typical compound fault bearing. The dataset used
in this study was collected using 8 sensors at a sampling rate
of 20kHz. It should be noted that the shaft speed is 1000rpm,
and the rotation frequency is 16.67Hz. In addition, the fault
characteristic frequency of inner race is 158.43Hz and that of
outer race is 124.9Hz according to equation (21) and equation
(22). Three sensors are equipped on the bearing seat and five
sensors are equipped on the gearbox of the testing machine.
The specific location of the accelerometers is shown in Fig.
7.

Fig. 7 shows the frequency components of each vibration
signal collected are quite different because of the position
of the sensor relative to each unknown vibration source is
different. Select the signal obtained by the sensor named AC2

TABLE 2. Bearing size parameters

Inside
Diameter
(mm)

Outside
Diameter
(mm)

Thickness
(mm)

Number
of balls

Ball
Diameter
(mm)

Pitch
Diameter
(mm)

Contact
angle

144.6 188.0 33 17 24.6 166 37
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for envelope spectrum analysis, and the results are shown
in Fig. 8. The vertical lines with different colors in Fig. 8
represent the different theoretically characteristic frequency,
among them the blue line represents the rotation frequency
(16.67Hz), the red line represents the outer race fault charac-
teristic frequency (124.9Hz), and the magenta line represents
the inner race fault characteristic frequency (158.43Hz). It
can be seen from the envelope spectrum that the signal is very
weak, but the rotation frequency (17.09Hz), the outer race
fault characteristic frequency (125.7Hz) and the inner race
fault characteristic frequency (159.9Hz) can be clearly seen.
It can be seen that in the actual working conditions, the vibra-
tion signal collected by each sensor is often a comprehensive
reflection of different vibration sources, and the transmission
path and attenuation are also unknown. It is unreliable to use
the collected signals for fault analysis directly. Using blind
signal extraction technology to extract the fault signals from
the observed signals can effectively suppress the interference
and provide more reliable information for subsequent fault
analysis and classification identification. To evaluate the

FIGURE 7. Sensor configuration of the experiment system. (a) arrangement
of sensors on the gearbox; (b) arrangement of sensors on the bearing seat.

FIGURE 8. Envelope spectrum of the acquisition signal(channel 2).

performance of the blind extraction algorithms, we use the
signal to interference ratio (SIR) as our performance mea-
sure, which is defined as

SIR = ρs/ρi (24)

where ρs is the amplitude of the target fault characteristic
frequency, ρi is the amplitude of the maximum interference
frequency after removing the target fault characteristic fre-
quency. For example, when extracting the inner race fault

signal, the maximum interference is the outer race fault
signal because they are the two main vibration sources in
this experiment. Similarly, when extracting the outer ring
fault, the largest interference is the inner race fault signal.
Clearly if SIR is very large, then the corresponding algorithm
results in perfect extraction. Fig. 9 and Fig. 10 shows the
extracted inner race fault signal and outer race fault signal
by the proposed algorithm respectively.

FIGURE 9. Extracted inner race fault signal. (a) envelope spectrum of the
extracted signal; (b) convergence curve of the cost function.

We just set τi = 6.25ms to extract the inner race fault
signal. Fig. 9 shows the inner race fault signal extracted by
the proposed algorithm. We see that the proposed algorithm
can successfully extract the inner race fault signal (159.9Hz),
and the signal-to-interference ratio is SIR = 1.97. It is also
obvious from Fig. 9 (a) that other interference components
are also obviously suppressed. Fig. 9 (b) shows the learning
curve of the cost function. The red line represents the cost
function value corresponding to the optimal solution, and the
black line is the cost function change curve in the actual
iterations. We find that the cost function converges rapidly
to the optimal value and the extracted vector converges to the
optimal solution.

FIGURE 10. Extracted outer race fault signal. (a) envelope spectrum of the
extracted signal; (b) convergence curve of the cost function.

We just set τo = 7.96ms to extract the outer race fault
signal. Fig. 10 shows the outer race fault signal extracted by
the proposed algorithm. We see that the proposed algorithm
can successfully extract the outer race fault signal (125.1Hz),
and the signal-to-interference ratio is SIR = 1.56. It is also
obvious from Fig. 10 (a) that other interference components
are also obviously suppressed. We find that the cost function
converges rapidly to its theoretical value from Fig. 10 (b).
Comparing the results of Fig. 9 and Fig. 10, it can be seen that
the conjugate gradient CCA blind extraction algorithm has
better extraction effect on the inner race fault signal, which
is mainly because the inner race defect of the fault bearing
is more obvious than the outer race, and the amplitude of
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the inner race is larger than that of the outer ring. The above
results validated our theoretical analysis.

V. CONCLUSION
In this paper, we present a CCA blind extraction method
for compound fault diagnosis of aero-engine spindle bearing
based on multi-channel signal processing. Although some
online realizations of this approach have been proposed
using linear prediction, the resulting algorithms are gradient
search method, suffering from slow convergence rate. In
addition, the convergence of gradient learning algorithms is
unresolved. This often leads to failed extraction. To overcome
these drawbacks, we use conjugate gradient method to opti-
mize the CCA cost function. In order to ensure that the update
direction of the extracted vector in each iteration satisfy the
conjugate condition, the conjugate gradient algorithm selects
the successive directions vectors as a conjugate version of the
successive gradients, then the minimum point can be reached
after finite steps. Finally, the CCA blind signal extraction
algorithm based on conjugate gradient method is applied to
the diagnosis of aero-engine rolling element bearing. The
estimation of CCA delay parameter is discussed, and the
inherent relationship between fault characteristic frequency
and delay parameter is pointed out. Both the simulated data
and the experimental data are used to verify the effectiveness
of the algorithm in compound fault diagnosis, the results
show that the proposed algorithm can successfully extract the
expected fault signals with a stable convergence behavior.
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