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Abstract—Mobile augmented reality (MAR) applications are
gaining popularity due to the wide adoption of mobile and
especially wearable devices. Such devices often present limited
hardware capabilities while MAR applications often rely on com-
putationally intensive computer vision algorithms with extreme
latency requirements. To compensate for the lack of computing
power, offloading data processing to a distant machine is often
desired. However, if this process introduces new constrains in
the application, especially in terms of latency and bandwidth. If
current network infrastructures are not ready for such traffic,
we envision that future wireless networks such as 5G will rapidly
be saturated by resource hungry MAR applications. Moreover,
due to the high variance of wireless networks, MAR applications
should not rely only on the evolution of infrastructures. In this
article we analyze MAR applications and justify their need for
accessing external infrastructure. After a review of the existing
network infrastructures and protocols, we define guidelines for
future real-time and multimedia transport protocols, with a focus
on MAR offloading.

I. INTRODUCTION

Mobile Augmented reality (MAR) is the research area that
deals with integrating the physical environment with virtual
objects for mobile devices [1], [2], [3]. Virtual objects are
aligned over the physical world for the users to perceive the
augmented information as part of their surrounding environ-
ment. Depending on the application, the number of virtual
objects to be augmented varies. The hardware capabilities
plays a major role in choosing which information to augment.
Indeed, MAR-appropriate devices range from the low CPU
power - small screen smart glasses such as Google Glasses or
MadGaze glasses to high end holographic displays (Microsoft
Hololens), including a wide range of smartphones and tablet
PCs with disparate screen sizes and computational power.

Most of these devices employ a variety of sensors, enabling
them to perceive orientation, acceleration, location, tempera-
ture, as well as recording audio and video. More importantly,
they can connect to remote services and share collected data
and exploit resources offered by cloud services. They can also
serendipitously work together and exchange context-aware
data. Device-to-cloud [4] and device-to-device [5] communica-
tion can be made by exploiting a wide range of communication
channels: 3G, 4G, WiFi, Bluetooth, and even in some cases,
NFC [6], each one presenting its own characteristics, neither
of them meeting the MAR constraints.

As in many real-time applications, AR offloading is band-
width and especially delay constrained. Connecting to external
services can become extremely costly if not handled appro-
priately. In this article, we focus on how the communication
channels can be exploited in order to offload AR computation
to a distant machine, and provide guidelines towards transport
protocol design and implementation in order for offloaded
applications to meet the bandwidth and delay constraints in
current and future networks.

This paper is organized as follows: In Section II we provide
several definitions and general concepts regarding MAR and
VR. We then focus on MAR applications and their require-
ments in terms of computation and resources. In Section III we
summarize the requirements of MAR applications and give de-
tails on computation costs. In Section IV we cover the current
and future Network infrastructures and shed light on several
problematics that will strongly affect MAR applications in the
following years. Section V lists available multimedia related
network protocols and their limitations. Finally, in Section VI
we propose our approach to tackling the networking challenges
introduced by MAR.

II. MOBILE AUGMENTED REALITY AND VIRTUAL
REALITY

Several definitions of Augmented reality (AR) and Virtual
reality (VR) have been proposed [7], [8]. In this article, we
will consider VR and AR to be defined as follows:

Virtual reality is an immersive technology which places the
user into a virtual environment controlled by a set of given
rules. The user is therefore partially to completely isolated
from the physical world as the perception from one or several
of its senses is replaced by synthetic stimulations.

Augmented reality has usually been defined in opposition
to virtual reality. If VR isolates the user in a synthetic world,
AR aims at supplementing the physical world through a
virtual layer. The physical and virtual objects are therefore
synchronously coexisting in an intermediate plane, at the
intersection between virtual reality and telepresence [9].

Although both AR and VR can theoretically interact with
all five human senses, most applications only consider audio
and video, which are also the most resource and bandwidth-
hungry components. MAR can be seen as an extension of AR



Platform Computing power Storage Battery life Network access Portability

Smart glasses very low 4-16 GB 2-3h Bluetooth high
Smartphone low 16-128 GB 6-8h Cellular/WiFi high
Tablet PC medium 32-256 GB 6-8h Cellular/WiFi medium
Laptop PC medium - high 128GB - 2TB 2-8h Cellular/WiFi/Ethernet medium to high

Desktop PC high 512GB - 2TB unlimited WiFi/Ethernet none/dependent on
network access

Cloud computing unlimited unlimited unlimited Ethernet/Fiber Optic only dependent on
network access

TABLE I: The basic characteristic of the devices that participate in a MAR ecosystem.

Fig. 1: Several usages of MAR. 1. Orientation (Yelp), 2. Vir-
tual memorial (Frontera de los Muertos), 3. Video
gaming (pulzAR), 4. Art (Yunuene)1.

with the following additional requirements: (i) the application
should run and be displayed on a mobile or a wearable device,
and (ii) be interacted with in real-time.

MAR applications can encompass a wide range of use cases,
from the very basic display of information or movies on smart
glasses [10], to adding a complex virtual layer for gaming pur-
pose [11]. In between those extreme cases, other applications
may include artistic displays, work helpers, orientation-related
operations, etc., each of them with specific requirements;
several examples are given in Figure 1. MAR seems to be
the most promising and most widely spread application of
Augmented Reality. On the other hand, due to VR’s immersive
nature, the usage has to be limited to specific locations where
the user does not put his or her life in danger. Given this
sedentary constrain, network access may not pose as much
a problem as for ubiquitous MAR. For the aforementioned
reasons, even if the approach followed in this article may be
applied to any real-time and multimedia application, including
VR, our main focus lies in most challenging part of providing
seamless service for resource-hungry AR applications in non-
optimal network conditions.

III. COMPUTATION ASPECTS OF MAR APPLICATIONS

Mobility in an integral part of any MAR application. This
constrains most of the MAR applications to devices that are

1https://www.yelp.com, https://www.layar.com/layers/bordermemorial
https://www.playstation.com/en-au/games/pulzar-psvita/
http://www.yunuene.com/wp/

easily and readily available to the user on the go, such as
smartphones, smart glasses, and in general many wearable
devices. MAR applications can be classified in various ways.
Here we categorize MAR based on their resource needs. In
this Section, we first describe the basic characteristics of the
MAR applications, we then focus on their requirements and
the limitations of the hosting devices.

A. Characteristics of MAR applications

In terms of data flow, we consider that a mobile application
can be categorized as MAR if it has the following character-
istics:
• Input: It utilizes data from various sensors of the device

(camera, gyroscope, microphone, GPS), as well as of any
companion device [12].

• Processing: It determines the information that is going to
render on the screen of the mobile device. In order to do
that it may require to access stored information locally
in the device or in a remote database.

• Output: It projects its output to the screen of the mobile
device together with the current view of the user (i.e., it
augments the reality of the user).

AR glasses are the best option for ubiquitous MAR as
the projected information is directly and permanently super-
imposed to the physical world. Yet, their computing power
is so limited that most applications remain rather basic.
Smartphones are also a suitable option, due to their higher
computing power and portability, but require the user to point
and hold the device to benefit from AR capabilities. Tablets,
PC and laptops get cumbersome considering their larger size
and limited mobility. The respective characteristics of those
pieces of hardware are summarized in Table I.

B. Requirements of MAR applications

The most widely adapted devices for AR are also the
least powerful due to their high portability. Depending on the
generality of an application (storage, rendering capabilities,
and connectivity to the Internet), parts of it may be executed
in a cloud surrogate [13]. Vision-based applications [14] are
almost impossible to run on wearables, and very challenging
on smartphones [15] since they require capable GPUs. Some
operations can run flawlessly only on a desktop computer or
on a dedicated servers. Therefore, came the idea of executing



the heavy computations to a distant but more powerful device,
i.e., computation offloading. A smartphone may works as a
companion device to a pair of smart glasses, while in the end
of the spectrum, it can be a virtual machine with almost infinite
processing, memory, and storage resources. In between there
are FoG [16] and device-to-device (D2D) solutions.

Other important requirements are the memory and the
storage of the mobile applications. We formulate the resources
of the mobile device with Rm and the ones of the cloud
surrogate with Rc. For example, MAR browsers are projecting
virtual objects in the view of the mobile users [17]. The virtual
objects need to be aligned with the objects in the 3D real
world, which helps the user to perceive the virtual objects
as if they are placed in the real world. This process involves
matching the feature points of the environment against the
ones with a perfectly aligned image of the objects detected
in the camera view, namely homography [18]. In practice, in
order to compute homography, a large database of real world
images are collected and used for feature matching. In such
cases, the MAR application cannot store all possible images of
the objects to be detected due to limited storage on the device.
Hence, the capabilities of any device become only limited by
the network access due to its core importance in both compu-
tation offloading as well as in content retrieval. We use nmc
to describe the link between the mobile device and the cloud
surrogate. Due to the potentially large amount of physical and
virtual objects to process, offloaded MAR applications may
require large amounts of bandwidth. Similarly, due to the real-
time and interactive requirements of MAR, latency becomes
an integral requirement. We denote the bandwidth of nmc with
bmc and the latency with lmc.

Several studies suggest that the human eye transmits around
6 to 10 Mb/s to the brain by taking into account that accurate
data is available only for the central region of the retina
(a circle whose diameter is 2 degrees in the visual field).
However, there is no way to isolate this area on video frames
and full frames have to be processed. If we consider that
the field of view of a smartphone’s camera is between 60
to 70 degrees, a rough estimate of the amount of data to
transmit is around 9 to 12 Gb/s. This estimate represents the
upper limit of raw data that could be generated per second.
In practice, an uncompressed 60FPS, 12 bits per pixel video
with a resolution of 3840 x 2160 (4k) presents a bitrate of
711 Mb/s, which can drop to 20-30 Mb/s when compressed
with lossy algorithms. We estimate the minimal bandwidth
to be in the order of 10 Mb/s for a video feed with enough
information to perform advanced AR operations. In the future,
we can expect to observe higher resolution video flows and
additional video feeds such as stereoscopic or infrared video,
pushing this estimate to several hundreds of Mbps.

Regarding latency, real-time applications usually require
one way delays around 100ms – between 75ms for online
gaming and 250ms for telemetry [19]. However, due to several
complications such as the alignment of the virtual layer on
the physical world, a seamless experiences is characterized
by notably lower latencies. Michael Abrash, Chief Scientist

at Occulus VR, even argues that augmented reality (AR)
and virtual reality (VR) games should rely on latencies un-
der 20ms [20], with a holy grail” around 7ms in order to
preserve the integrity of the virtual environment and prevent
phenomenons such as motion sickness. Another study [21]
displays the need for latencies below 10ms for a single HD
streaming, while pointing out that some latency can be hidden
behind mechanisms such as motion prediction. In the rest of
this paper, we will therefore consider a maximal tolerable
round trip latency of 75ms, while trying to minimize it as much
as possible, especially since current studies show latencies
greatly higher than those values [22], [23], [24].

Several specifically designed platforms perform offloading
for AR operations. These platform focus on offloading the
most computation intensive operations as it would save more
time on the device and seemingly decrease the latency. For in-
stance, CloudRidAR [13] locally performs feature extraction
from the video flow. Only those features are then transmitted to
the server. More recently, Glimpse [25] improves network
efficiency by performing local tracking of objects and only
offload a selected number of frames to the server.

Considering a MAR application a with f (a) frames per
second generation and p(a) processing requirements per frame,
it is required that enough resources on the mobile device are
available to keep the execution delay of a:

P
(a)
local(Rm, f

(a), p(a)) < δa. (1)

Where δa is a execution time constraint that guarantees in-
time execution. Although, it depends on the application type,
we can think about 1

δa
as a minimum frame generation rate.

If we consider the case that a needs to access an external
database with request rate d(a) and virtual object size o(a),
Equation

P
(a)
local+externalDB(Rm, f

(a), p(a), d(a), o(a), bmc, lmc, x) < δa.

Where x determines the subset of o(a) that is stored locally
while the rest is downloaded from the remote cloud server.
Of course caching and prefetching mechanisms can reduce
the network overhead of P (a)

local+externalDB . Given that Rm

is not enough to guarantee in-time execution for a, and
by considering computation offloading solutions, Equation 1
changes to:

P
(a)
offloading(Rm,Rc, f

(a), p(a), d(a), o(a), bmc, lmc, x, y) < δa.

Where x is the splitting parameter that determines which parts
of p(a) will be executed locally. In case where the data are
not located to the same surrogate as the one that is used
for computation offloading the P (a)

offloading increases since it
requires access to two different servers. It is easy to see that the
parameters that affect the Equation 1 are bmc, lmc, x, y. x and
y depend totally from the application type and the application
developer while bmc, lmc depend only on the network access
and the network protocols.



IV. NETWORK ACCESS

In the previous section, we have justified that MAR ap-
plications are (1) computationally intensive, thus the need
to offload heavy operations and (2) need to access data in
remote databases. In order for the experience to be consid-
ered as seamless, the latency caused by communication with
the remote servers has to be insignificant to the user. The
bandwidth between the mobile user and the remote server
depends on the networking infrastructure. Regarding latency,
we consider a maximum round trip delay of 75ms. If we
consider a 30 Frames per second video, the maximum tolerable
jitter is 30ms in order not to skip a frame. Achieving these
extreme requirements requires an improvement on the current
network infrastructures and designing protocols specifically for
AR and multimedia traffic. In this section, we analyze the state
of present network architectures and the challenges faced by
future wireless networks. We also shed light on several well
known networking problems that seriously impact latency and
bandwidth constrained communication.

A. Wireless Networks

Due to the high requirements in bandwidth and latency of
MAR, we only focus on 3G, 4G, and WiFi networks. In order
to reflect the everyday characteristics of those networks, most
of the presented measurements come from companies such as
SpeedTest or OpenSignal2, which benefit from a large user
database (several million users with several billion measure-
ments). On the other hand, as the experimental conditions
are often unexplained, those results will be complemented by
academic peer-reviewed analysis where available.

1) HSPA+ (High Speed Packet Access): provides theoreti-
cally high throughput, between 84 and 168 Mb/s downstream,
and 22 Mb/s on the uplink. However, the most common
implementations in consumer market are limited to 21 to
42 Mb/s. Recent measurements in the United States [26] show
an average download throughputs between 0.66 and 3.48 Mb/s
with latencies between 109.94ms and 131.22ms. A study
performed over 3 ISPs in Singapore [27] corroborates those
results. The maximal downlink throughput revolves around
7 Mb/s while the upload is constrained around 1.5 Mb/s. Those
throughputs exhibit large variations over time, with abrupt
changes of several orders of magnitude. The latency reaches up
to 800ms. In those conditions, HSPA+ is improper for any real-
time multimedia application, especially not MAR offloading.
Yet, it could be enough to transmit some lower priority data
when no other network is available (e.g., connection metadata).

2) LTE (Long Term Evolution): was designed to improve
the throughput and latency of HSPA, with expected downlink
speeds up to 326 Mb/s, uploads around 75 Mb/s, and delays
50% smaller than HSPA+ [28]. The most optimistic sources
give latency around 10ms [29]. In practice, if the improvement
in throughput is clearly noticeable, with average downlink
bandwidth between 6.56 and 12.26 Mb/s in the United States,
the measured latency gain is not as strong as expected –

2http://speedtest.net/, https://opensignal.com/

between 66.06 and 85.03ms [26]. Speedtest displays average
throughputs around 19.61 Mb/s on the downlink and 7.94 Mb/s
on the uplink [30]. LTE is also widely deployed, partly
thanks to the usage of lower frequencies which permits a
higher range in rural areas. Currently, more than 98% of
the United States population is covered [31]. Even if those
results are not as high as advertised, the LTE upgrade is
noticeable enough to enable the possibility for some real-time
applications, including gaming and MAR.

3) LTE-direct: Another interesting feature of LTE is the
presence of Device-to-device (D2D) communication through
LTE Direct [32]. This so called in bound D2D allows
mobile devices to intercommunicate in the licensed spectrum
without the need for a cellular tower. The coverage radius is
approximately 1Km with the data rate of 1 GB/s [33] and the-
oretically lower latencies. This solution could be particularly
interesting for some delay-constrained operations. However,
the technology is still young, and has not yet been deployed
to the best of our knowledge.

4) WiFi: In parallel to mobile broadband networks, a user
can exploit WiFi access points for a theoretically faster and
more reliable Internet access. The two most widespread ver-
sions of the protocol are 802.11n and 802.11ac, with band-
width respectively up to 600 and 1300 Mb/s. Yet, OpenSignal
measurements present download speeds around 6.7 Mb/s for
802.11n and 33.4 Mb/s for 802.11ac [34]. This disparity can
be explained by several factors. First, the theoretical maximum
values are made to be reached in specific configuration cases,
in a noise free environment, where the measured values
correspond to an average over all users. Second, even if an
access point (AP) may reach the gigabit per second, it may
not be the case of the broadband network it is connected to.

The average reported latency of 802.11 remains around
150ms [35]. However, in a controlled environment (personal
access point), delays can drop to a few milliseconds. The
mobility aspect of WiFi is dramatically limited by several
considerations: Open access points are too sparse to support
a continuous transmission of data even during a small trip.
Besides, handover is limited and can cause several seconds
gaps without connection when changing access point. In 2012,
a study [36] performed in a medium sized city in France
showed that even if WiFi connectivity was available 98.9%
of the time (99.23% for 3G), an Internet connection was
only accessible 53.8% of the time due to the aforementioned
problems. This study also confirmed the lower throughput
values, around 55Kb/s for WiFi and 90Kb/s for 3G.

Another common issue in WiFi networks is the performance
anomaly problem [37], [38], where the presence of users
far away from an access point can dramatically degrade the
throughput of users located closer to the AP as shown in
Figure 2. When User A and B are both in the 54Mb/s area, they
communicate with the AP and share the bandwidth equally. If
User B moves in the 18Mb/s area, User A’s throughput will
fall around the same as User B due to the fact that User B
occupies the channel longer to transmit the same amount of
data, preventing A to transmit.



Fig. 2: The Performance anomaly problem.

Platform Local
Server

Cloud
Server

University
Server

Cloud
Server

Connection WiFi WiFi WiFi LTE

Link RTT 8 ms 36 ms 72 ms 120 ms

TABLE II: The basic characteristic of the devices that partic-
ipate in a MAR ecosystem.

5) WiFi-direct: Similarly to LTE, WiFi provides D2D com-
munication through Wifi Direct, also called WiFi peer-to-
peer [39] and D2D outbound, as it is not functioning in the
licensed spectrum. With WiFi direct devices communicate with
each other without the need of an access point.

LTE-Direct is able to provide the most energy efficient
communication scheme when the number of user is relatively
high and it also has better detection of nearby devices, but in
contrast, WiFi-direct presents a better energy efficiency in case
of small amount of data [40]. WiFi-direct transmission range
is 200 meters with a bandwidth of 500 Mb/s. However, as
the authors of [41] have shown experimentally, the bandwidth
depends strongly on the mobility of the users. On the other
hand, WiFi-direct is a cheaper solution and it is available
to almost every mobile device, while LTE-direct is not yet
available to the end customers.

B. Measurements on Real MAR Infrastructure

In order to validate the wireless networks considerations,
we measure the average latency of the CloudRidAR plat-
form [13] in four different scenarios. Table II presents these
results. In the first scenario, the server was placed in the
same room as the user, with a direct WiFi connection. The
latency is therefore very low – under 10ms. We then used
the Google Cloud service with the nearest servers located in
Taiwan and connected through the Eduroam network 3. As
the only accessible APs belong to Eduroam and the server
is geographically close to our experiment platform, we can
consider this situation as one of the most realistic scenarios
for offloading to a cloud provider. The average link latency
is approx. 36ms, which is enough to send more than 20
frames par seconds. We also tried to connect to a server
located inside our university. Surprisingly, even if the distance
between the server and the client is drastically reduced, the
latency is almost doubled, which is enough for online games,
but starts to get problematic for MAR. This phenomenon is

3https://www.eduroam.org

probably caused by the infrastructure setup in the intercon-
nection between Eduoram network and the university local
network. Several equipments such as firewalls can introduce
non-negligible delays in the network. Another lead would
be the presence of congestion somewhere on the university
network. Finally, we measure the latency of the application
offloaded to the Google cloud through a LTE connection.
The 120ms latency observed is even higher than the values
reported in Section IV-A2, and definitely not suitable for AR
applications.

C. The Challenges of 5G and Future Wireless Infrastructures

Considering the limitations of current wireless infrastruc-
tures, many hopes have been put into the future 5G infras-
tructures with Mobile AR being one of the concerns raised by
the 5G White Paper [42]. AR is considered one of the future
pervasive and part of everyday life applications and should be
provided as a stable and uninterrupted service in densely pop-
ulated areas. This article recommends the following general
settings: a user should experience a minimum of 50 Mb/s at
least 95% of the time in at least 95% of the locations. Data
rates should be able to reach 1 Gb/s while end-to-end latency
should be approx. 10ms in general, and 1ms for applications
which require extremely low latency. In the specific use
case of Augmented Reality, the 5G White Paper recommends
the following Key Performance Indicators: 300 Mb/s on the
downlink, 50 Mb/s on the uplink with 10ms end-to-end latency
and seamless service between 0 and 100km/h.

Given these propositions, we add some requirements on
the variance of those values. Indeed, in the case of MAR
offloading most uplink data consists of pictures or videos,
with a fixed constant rate. Even if it is always possible to
adapt the transmission rate to the network status, no congestion
control algorithm is prompt enough to accommodate the abrupt
changes in throughput inherent to present wireless networks.
Therefore, the round trip latency should not vary more than a
few dozen milliseconds. Regarding the infrastructure, offload-
ing servers should be positioned as close as possible to the
mobile device to reduce latency, which is already a common
practice for major cloud operators4.

Even if those requirements are met, we can forecast that
similarly to 4G, usage will quickly catch up with the capabili-
ties of 5G, especially since the AR market is expected to boom
in 2020. If nowadays, sending a 4K video through mobile
networks seems delusive, we estimated in Section III-B that
uncompressed flows could reach several Gb/s, and technolo-
gies such as holograms may put even more stress on mobile
networks. Handling such large delay constrained traffic will
be the challenge for further generations of mobile networks.

D. The Delicate Problem of Upload to Download Ratio

Offloading MAR to the cloud will often result in an un-
common network usage. Large amount of data need to be
transmitted from the client to the server (images, videos,

4https://cloud.google.com/about/locations/
https://aws.amazon.com/about-aws/global-infrastructure



various sensor data, and points of interests), while the server
mostly transmits the computation results and meta data. The
resulting traffic thus requires higher bandwidth on the uplink
than on the downlink. However, most asymmetric links present
the exact opposite profile, with the downlink bandwidth several
times bigger than the uplink bandwidth.

1) Past, present and future of access networks: Consumer-
level Internet access started around 1992 [43] with dial-up
modem access. However, wide adoption started with the ap-
parition of broadband Internet offers (ADSL and Cable). These
technologies provide higher bandwidth and lower latencies,
but with asymmetric capacities, i.e., a higher downlink band-
width than on the uplink. In 2005, the number of Americans
connecting to the Internet through broadband access exceeded
the amount of dialup users and has been constantly growing
until 2014 [44]. Even if optical fiber is progressively replacing
the ADSL/Cable infrastructure, in some countries, it is not
so uncommon to encounter asymmetrical offers. For instance,
at the date of writing this article, the French ISP Orange
was still providing asymmetrical (500 Mp/s down, 200 Mb/s
up) optical fiber access to its customers [45]. In the US,
many operators propose fiber-like cable access, with similar
downlink bandwidth, but lower uplink bandwidth.

The current situation for Mobile networks is quite simi-
lar: 3G and 4G networks enabled a quick convergence of
usages between mobile Internet and desktop Internet. This
convergence became so important that in 2015, 56% of web
traffic on the top 10,000 US websites was reported to originate
from mobile devices [46]. Mobile broadband networks are
characterized by a strong asymmetry, similar to broadband
Internet access. Although 5G networks could provide more
symmetrical bit rates through Full Duplex transmission, the
current trend seems to lean towards dynamic asymmetric
profiles [47], [30].

According to [30], the average user in August 2016 ex-
perienced download throughputs three times larger than the
uploads. Among the top 6 fastest ISPs, only one displayed
proper symmetric rates. The other ISPs exhibit asymmetry
ratios between 3.31 and 8.22. Similarly, an average American
user experiences a downstream to upstream ratio of 2.49, with
values between 1.81 and 3.20 for the top 4 fastest mobile
Internet providers.

2) Traffic evolution – Do we really need symmetric links?:
In the early 1990s, downloads represented a volume about
10 times bigger than uploads. Most of the traffic was indeed
composed of mail and web surfing and typical server to client
applications. Later, the emergence of peer-to-peer and cloud
storage started to inverse this balance. In 2012, the ratio
between download to upload dropped to about 3 on an average
day [48] and reached 2.70 in 2016. Due to the huge increase
in usage of entertainment services such as Netflix or Youtube
and the progressive recession of peer-to-peer traffic, both lead
industry analysts and academics envision a more asymmetrical
future [49], [48], notwithstanding the need for higher upload
bandwidths. However, most links asymmetry ratios are far
above the reported usage (Section IV-D1). Furthermore, the

Fig. 3: Impact of uploads (dotted lines) on the throughput of a
TCP download (continuous line) sharing the same asymmetric
link. Figure from Heusse et al. [51]

upload bandwidth usage growth displays a large variance [50],
which makes predictions difficult.

According to Digi-Capital [52], the AR consumer market
is expected to grow more that 20 times by 2020. If this
tendency was to be confirmed, then it is likely that the required
hardware and infrastructure would not be ready to support
most computation-intensive vision based applications by that
time. Cloud offloading will therefore be the only solution.
We should thus expect and prepare for a large increase of
upload traffic on asymmetric links. In such situation, several
problems are likely to emerge: first of all, the uplink capacity
is primordial for a decent MAR Quality of Service (QoS),
and by extension a good Quality of Experience (QoE). Fur-
thermore, it has been shown that for most congestion control
protocols, congestion on the uplink could critically impact the
performances of downlink connections, especially when the
uplink buffer is oversized (which is often the case in mobile
networks) [53], [51]. Figure 3 shows the impact of uploads on
a single TCP download in a congested asymmetric link with
oversized buffers. A MAR transport protocol should therefore
focus specifically on optimizing the link utilization, while
having minimal repercussions on the downloads sharing the
link in the other direction.

V. NETWORK PROTOCOLS

Network infrastructures are currently not ready for seamless
mobile AR experience. Even if 5G could become a game
changer, chances are that rapid usage would soon catch up
with the technology. In August 2016, the average American
download bandwidth was around 50 Mb/s [30]. According to
CISCO analysts [54], 1 Gb/s will soon be required for some
household applications, with 10 Gb/s “not being excessive”.
Considering this phenomenon, only betting on the performance
increase brought by 5G is, at best, delusive. We also can not af-
ford to wait for 6G to solve the problematics rising in the next
decade. Seamless Mobile AR will only be achieved through
a smart although respectful usage of the different available
links. In other words, a connection needs to maximize the
available bandwidth by all means while being fair towards
other connections. Yet, no transport protocol has been designed
with Mobile AR in mind. However, several real time protocols
may be a source inspiration for future AR protocols.



A. Multimedia Protocols

Several protocols have been designed specifically for video
transmission. As MAR implicates large transfers of video,
images, and data in the uplink direction, the multimedia
network protocols could be a proper source of inspiration for
an AR transport protocol. We discuss some of the most popular
such protocols below:

1) RSVP (Resource Reservation Protocol) [55]: is used to
reserve resource on a network. This protocol is used by hosts
and routers to request and provide quality of service guarantees
on specific flows. Although not directly applicable to generic
AR applications, the possibility to provide QoS guarantees on
specific AR applications could be a commercial argument for
mobile broadband operators.

2) RTP (real-time Protocol) and RTCP (real-time Control
Protocol) [56]: both run on top of UDP. RTP facilitates
the transfer of real-time data over UDP while RTCP adds
a layer of QoS. On top of the traditional in-order delivery,
those protocols feature several useful characteristics for AR
applications: (1) Jitter compensation mechanisms. (2) Inter-
media synchronization, which permits to receive content from
different sources. (3) QoS informations are reported to the ap-
plication, which can thus adapt the video quality, transmission
rate or other parameters to the network conditions.

3) MPEG-TS (MPEG Transport Stream) [57]: also pro-
vides stream synchronization, with the possibility of interleav-
ing several streams together. It also provides forward error
correction (FEC) to recover from lost or damaged frames.

4) D2D Multimedia Protocols: In the context of D2D
communications, there are no proposals dedicated to multi-
media transmission only between mobile devices. However,
in the context of mobile ad hoc network various proposals
focus on the end-to-end path establishment. Fu et al, for
example, proposed a variation of (TCP) friendly rate control
(TFRC) for multimedia streaming [58], while H. Luo et al
extended this work to a real-time video streaming rate control
protocol [59]. However, these works are not suitable for the
MAR applications that need to access a remote server.

B. Improving General Performance

Other generic transmission protocols have been designed
to improve overall performance and maximize available links
utilization.

1) Multipath TCP [60] and SCTP (Stream Control Trans-
mission Protocol) [61]: are two protocols developed to ex-
ploit multiple different paths and enable multi-homing. Using
multiple paths has two main advantages: (1) Maximize re-
source utilization by combining the capacities of 4G and Wifi
networks in order to meet MAR bandwidth requirements. (2)
Provide redundancy. This has been successfully used in order
to enhance the handover process in WiFi [62].

2) Quick UDP Internet Connections (QUIC) [63]: provides
a complete suite of features on top of UDP and combines
functionalities from TCP, Multipath TCP, TLS, and HTTP
protocols.

3) Datagram Congestion Control Protocol (DCCP) [64]:
provides congestion control without reliable in order delivery.
New data is always preferred to former data for transmission.

C. Discussion

There does not seem to be an optimal network protocol
solution for Mobile AR applications. In terms of Network
infrastructure, most current architecture present bandwidths
and latencies significantly below the minimal requirements
for MAR application. 5G networks may provide a major
temporary improvement until usage catches up with the sudden
increase of performance. Moreover, commercial deployment
of 5G networks is not planned before 2022, while the AR
market is expected to flourish before 2020. We therefore expect
applications requirements to exceed 5G networks by 2025,
while the next generation won’t become a reality before 2030.

Another point to take into account regarding mobile broad-
band network is the cost for the user. Most mobile networks
continue to be expensive to user. We can expect the user to
be reluctant to transmit large amounts of data for the sake of
a seamless MAR experience. Therefore, we cannot rely only
on mobile broadband networks to provide MAR offloading.

VI. TOWARDS AN AR-ORIENTED TRANSPORT PROTOCOL

Designing a transport protocol oriented towards MAR ap-
plications will represent a colossal challenge. Exploiting every
single communication channel maximally will be necessary
in order to have an efficient and effective offloading. We
need to rethink the general architecture of offloading systems,
and come up with more distributed solutions. The guideline
we provide in this section is focused on MAR applications,
which are also generalizable to any computation offloading
(e.g., VR), or delay/bandwidth constrained mobile applications
as in mobile games. We envision the following properties:
(1) Classful traffic: MAR applications may transmit various
types of data, with diverse requirements (namely bandwidth,
latency, and integrity) and priorities. (2) Fair to other con-
nections while exploiting the maximum available bandwidth.
(3) Low latency and fault tolerant: some selected data should
be privileged to retransmission in order to maintain real-
time communication. (4) Multipath: exploiting more links to
maximize bandwidth and minimize delays. (5) Distributed or
Semi-distributed: multiple servers and device-to-device com-
munication for optimal performance. (6) Secure in terms of
user privacy.

A. Classful Traffic

MAR can generate several types of traffic with various
requirements: audio and video, connection meta-data, com-
putation results, etc. Several traffic classes have to be defined
in order to accommodate with the various QoS levels required.
We consider the following three classes as the baseline: 1) Full
Best effort: for data where latency is the most important param-
eter and new data is preferred to loss recovery. This includes
most of the sensor data sent on the uplink. 2) Best effort with
loss recovery: sensitive data with latency requirements (e.g.,



Fig. 4: TCP’s congestion window versus graceful degradation.

reference frames of a video stream). 3) Critical data: where
reliable in-order delivery is preferable to latency. This includes
most connection metadata.

Due to the huge variety of traffic that may be generated by a
MAR application, some other intermediate traffic classes can
be defined, with various degrees of latency, bandwidth, and
reliability requirements.

In parallel to those traffic classes, the application should
set traffic priorities. Indeed, in case of congestion or poor net-
work connectivity, a MAR application should support graceful
degradation, i.e., discarding or delaying some traffic while
waiting for the situation to improve. At least four priorities
should be defined: (1) Highest priority: data should neither
be discarded nor delayed if any other traffic is present on
the network. (2) Medium priority 1: data can be delayed but
should never be discarded (ex: data that belongs to the Critical
data traffic class). (3) Medium priority 2: data should be
discarded but not delayed. For example, new data in a video
stream constantly replaces former data, and in-time delivery is
more important than the integrity of the flow (as long as the
reference frames are transmitted). (4) Lowest priority: this type
of flow can be completely discarded in case of congestion.

For each priority, various levels may be defined to precisely
describe the order in which service should be reduced.

B. Congestion Control, Fairness and Graceful Degradation

Due to the amount of traffic generated by MAR, un-
controlled data transmission would be catastrophic to other
connections sharing the network. Implementing an efficient
congestion control algorithm is the number one priority in
order to respect the fairness at use in today’s networks. For
MAR, in-time reception remains the absolute priority. In order
to achieve such result, communication between the protocol
and the application is primordial. Contrary to TCP, when
congestion is encountered, it is not possible to reduce a con-
gestion window to send less data. In the previous section, we
introduced the concept of graceful degradation, around which
the congestion control algorithm should gravitate. An AR
application should ideally function with degraded performance
even if no network connectivity is available. In case of network
congestion, a choice has to be made in order to decide which
traffic to discard or delay, for similar results to TCP.

Thanks to traffic classes and priorities, the application can
signal to the protocol which data to discard in case of conges-
tion, while continuing to send the most crucial informations.
Additionally, the protocol can provide QoS information to

the application. In case of congestion, the application can
lower the video quality, the number of samples, etc. The user
experiences is therefore uninterrupted, although degraded.

Figure 4 summarizes the ideas behind TCP-compatible
graceful degradation. For the purpose of the example, we chose
an AR flow with four types of traffic: Connection metadata:
Those data are constantly generated and should not be lost
or delayed. They belong to the class of critical data with
highest priority. Various sensor data: position, orientation,
etc. They do not account for much traffic and can be used
as an adjustable variable. They belong to the Full best effort
class, with Medium Priority 1. Video reference frames: those
frames are primordial to decode the video flow. They should
not be lost or delayed. They belong to the Best effort with loss
recovery class, with Highest Priority. Video interframes: those
frames are encoded using the reference frames. They will be
our main adjustable variables. They are Full best effort with
Lowest priority.

We identify 3 different situations on Figure 4: (1) without
any loss, TCP’s congestion window grows linearly. Similarly,
the amount of data sent by the application grows linearly.
By modifying the number of samples of sensor data and the
quality and amount of interframes in the video, the algorithm
can try to fill the link without impacting the transmission of
essential data (e.g., video reference frames and Connection
metadata). (2) when a loss happens in TCP, the congestion
control algorithm divides the congestion window in order
to reduce the transmission rate. In the case of MAR, the
algorithm should select which data to stop sending. A com-
promise is reached by drastically reducing video interframes
and sensor data. Connection metadata and video reference
frames are not impacted. (3) following a change in network
conditions, another loss happens. TCP divides its congestion
window once again to meet the new network requirements.
In our case, stopping the transmission of the sensor data and
video interframes is not enough to reach the requested rate.
Connection metadata should be unaltered at all cost. In this
scenario, the algorithm can temporarily reduce the quality and
number of reference frames. The user experiences a severely
degraded but functional service. In terms of design, the con-
gestion control algorithm should closely monitor latencies and
react accordingly. A sudden rise of delay or jitter should be
treated as a congestion indication, with immediate reaction.
This should be especially true for data sent on the uplink
in order not to interfere with existing downloads. Yet, this
strategy may result in unfairness toward the connection when
competing with multiple other flows [65]. A trade-off has to
be found between the latency and bandwidth requirements.

C. Loss Recovery and Low Latency

As recovery is costly in a latency-constrained context,
the protocol should ideally avoid recovery from losses. For
instance, TCP takes at least one (usually 2 to 3) round trip time
to detect and recover from a loss . If the application generates
30 Frames per Second, with maximum tolerable latency no
higher than 75ms, we can afford to recover a single lost frame



(a) Using several servers in a multipath context to minimize latency.
(b) Device-to-device communication for medium computation - high
delay/bandwidth constrained data on home WiFi network.

(c) Device-to-device communication for low computation - high
delay/bandwidth constrained data using LTE Direct.

(d) Device-to-device communication for medium computation - high
delay/bandwidth constrained data using WiFi Direct.

Fig. 5: Several approaches to distribute computation among resources. The pair of smart glasses represent the device with the
lowest computing power, that offloads AR operations to other devices.

only if the round trip time is at most 37.5ms. Considering
that the average end-to-end latencies for 4G and Wifi are
around 80ms and 150ms respectively (see Section IV-A) , loss
recovery is not possible without a large service degradation.
Some traffic may not be sensitive to losses. In a video
flow using inter-frame compression, only reference frames
should be protected as they are essential to properly decode
the stream. However, if too many of the other frames are
lost, the resulting flow may become too degraded to extract
useful information. It would be preferable to introduce some
redundancy in the data flow either by performing network
coding, forward error correction [66], [67], or by exploiting
multiple paths [68], [69]. Nevertheless, most of those solutions
add a non-negligible amount of information to transfer on links
where resources are sparse, forcing one more time to strike a
compromise between latency and bandwidth.

D. Multipath

Due to the high bandwidth and low latency requirement
of MAR, exploiting a single link may not be sufficient to
provide the expected QoE. An AR protocol should provide
the possibility to exploit multiple paths simultaneously.

Utilizing 4G and Wifi could indeed introduce a significant
improvement here. Firstly, the resulting available bandwidth
increases, partially fixing the high data rates requirements.
Secondly, latency constrained data can be sent on the link with
the lowest observed round trip times. Data packets belonging
to a traffic class with loss recovery could also be sent on
both links in order to prevent a costly recovery process.
Finally, multipath has been proven to efficiently reduce the
time without connectivity when performing handover [70].

4G networks are usually expensive for the end user, with
limited amount of data included in the base plans. We envision
three behaviors: (1) WiFi all the time, 4G for handover:

permits an user with lower-end data plans to experience
seamless MAR while barely using LTE networks. (2) WiFi
most of the time, 4G for handover and when WiFi is not
available: using this approach, a user can experience almost
100% service while keeping his LTE data usage low. (3) WiFi
and 4G: by using both WiFi and LTE simultaneously, latency
and bandwidth can be significantly improved.

E. Distributed

After using multiple paths to reach a single server, the next
step would be to offload data to different servers, depending
on latency and throughput requirements. Figure 5 shows an
example of how using multiple servers could be beneficial
as an extension of edge computing, where the nearest server
would be selected for a given path. On Figure 5a, the user
exploits different servers while utilizing multipath communi-
cation. For instance, when connecting to a university’s WiFi
network, it may be preferable to offload to the university
server, while the connection using 4G through a broadband
mobile operator may contact a different server. This ensures
lower delays with less jitter. However, servers should be in-
terconnected in order to process data efficiently. The question
of inter-server synchronization remains with the need for n-
way synchronization (n being the number of servers). The
connection between multiple servers may present medium to
high latency depending on the interconnection, firewalls, and
other policies at work on the link.

Another idea is the usage of Device-to-device commu-
nication for the most constrained information. This could
be particularly useful for low end hardwares such as smart
glasses, where even simple feature extraction can consider-
ably slow down the process. In this situation, other nearby
smartphones could assist by sharing their available processing
power. Figure 5b shows the possibility of using a home WiFi



network to offload some computations to the user’s smartphone
and/or computer, while simultaneously offloading less latency
constrained operations to a cloud server. Figures 5c and 5d
show how to respectively use LTE Direct and WiFi Direct for
offloading latency sensitive informations to other devices.

F. Locating Edge Datacenters for MAR Applications

As justified in the previous sections, the current protocols
and the existing architectures can not provide guarantees
in communication delay in the similar way as the classic
quality of service guarantees. To handle this problem, network
providers have to install edge datacenters close to the users
that will be able to handle the MAR offloading requests.
Mathematically, this problem can be formulated, in an abstract
way, as follows:

minC |C|
subject to:

P
(a)
offloading(Rm,Rc, f

(a), p(a), d(a), o(a), bmc, lmc, x, y) < δa.

∀c ∈ C,∀m ∈ M,∀a ∈ A

where C is the set of the datacenters and each datacenter is
characterized by its location and its resources. M is the set
of the mobile users and A is the set of the applications.

G. Security and Privacy

Finally, significant effort should be put on security. Indeed,
as AR applications transmit audio or video feeds from a cam-
era, user privacy is primordial. Heavy usage of cryptography
should be performed for every communication. In a D2D
context, data offloaded to other users devices should not be
recoverable. It must be anonymized in case a malicious user
tries to access those elements. Every element which may lead
to recognizing locations, people or other personal information
should be removed from this data. For instance, in the case
of a picture, at least faces, license plates and visible street
plates should be blurred before sending to other users for
processing. Several studies focus on which confidential data
may be leaked by AR application and mobile picture taking
in general, and various solutions have been proposed. Among
them, PrivateEye and WaveOff [71] allow the user to
manually define zones on captured pictures that are safe to
release to an app. PrivacyTag [72] uses physical tags to
protect users privacy. I-PIC [73] is a full software solution
where users can define levels of privacy, protecting their visual
features. The article also defines a secure protocol to transmit
privacy-sensitive information. A trade-off needs to be found
between the user’s privacy and the amount of personal data
required for proper behavior of the application.

H. Notes Regarding Implementation

The actual implementation of this protocol may be done
on top of UDP at the application level, making it easier to
integrate in applications as an external library. In the hunt for
latency, it may be interesting to integrate the protocol directly
in the kernel of the operating systems, for faster processing, but

also to spare unnecessary application-kernel communication
latencies. Another point to take into account resides in the
network buffers implemented in the kernel. An appropriate
queuing policy may be designed in order to favor the MAR
traffic, while providing low delays for the other connections on
the uplink. Indeed, the uplink buffer implemented in the ken-
nel is usually oversized (around 1000 packets), dramatically
increasing the overall latency. This result may be achieved
by a combination of latency queuing and low priority queues
such as FQ CoDel [74]. Although some works seem to show
promising results [75], as bandwidth and delay are strongly
variable, more studies are needed to assert this affirmation.
Regarding queues, it has to be noted that most fair queuing
policies in the network may be strongly detrimental to MAR
flows by delaying longer flows, sometimes up to starvation.

VII. CONCLUSION

Even if newer technologies may not be enough for the
heaviest ubiquitous MAR applications, we discussed several
leads in how next-generation multimedia transport protocols
should be designed to get as close as possible to their require-
ments, with a specific focus on Augmented Reality. Current
and future wireless networks will barely withstand the amount
of traffic generated by MAR offloading. Future network may
provide the boost in performances required for enabling seri-
ous offloading, but will quickly get caught up by the usage,
especially without AR-specific congestion control. Finally,
MAR offloading reverses the original asymmetric paradigm,
by sending more data on the uplink (from the mobile device to
a cloud server) than receiving on the downlink. This behavior
may cause some serious performance issues for other connec-
tions sharing the same asymmetric bottleneck, including other
interactive applications such as web surfing. After looking
at those problematics in networks and MAR, we concluded
that we could not only rely on the evolution of network
infrastructures, both short and long term. However, several
constrains can be undertaken through specific choices in the
transport layer. We therefore defined some new guidelines
regarding the design and implementation of MAR transport
protocols to significantly improve the overall performances of
offloaded applications. These guidelines, organized around five
main axis, all aim at enhancing the latency and bandwidth
observed by offloaded AR applications, while keeping a high
level of fairness towards other connections. They are designed
to suit any kind of current or future networking infrastructure,
including 5G and Edge computing. They can be extended
to most offloading operations (for instance Virtual Reality),
multimedia transfer, or even online gaming.
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