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Abstract 

Given the growing output of scientific literature, researchers are faced with a daunting challenge when it 
comes to performing systematic literature reviews. Hence, the use of Information Systems to achieve 
operational excellence has gained increasing importance in systematic literature reviews. However, existing 
solutions to support systematic literature reviews are often restrained to a single aspect of the process or 
lack interoperability. As such, researchers may not be able to efficiently leverage recent promising 
advancements in Machine Learning and Text Analytics. Therefore, we developed a flexible and modifiable 
artifact that aims to support systematic literature review processes from a holistic point of view. We expect 
our artifact to be a first step towards semi-automation of systematic literature reviews, which will gain 
relevance in the near future, as the trend of rising scientific literature output is expected to continue. Our 
development process follows a Design Science Research approach including continuous evaluation. 

Keywords 

Literature Review, Design Science, Information Systems, Automation, Text Analytics, Machine Learning 

Introduction 

As digitalization and globalization continue to advance their impact by making more and more information 
accessible online, we can observe the same development in scientific literature, as the output of publications 
has increased significantly in recent years (White 2019). In light of this continuously growing torrent, 
systematic literature reviews have become even more instrumental, as they guide researchers in assessing 
existing scholarly publications, preventing duplicate efforts, and identifying research gaps to be addressed 
in the future (vom Brocke et al. 2009; Webster and Watson 2002). However, given the immense volume of 
research published today, systematically reviewing literature has become a daunting and time-consuming 
task, as it requires researchers to search, compile, and assess an extensive number of publications (Webster 
and Watson 2002).  

As such, there has been an increasing interest in using Information Systems to increase efficiency, 
productivity, and bring about operational excellence in the literature review process (Brendel et al. 2020; 
Watson and Webster 2020). In particular, recent advancements in Machine Learning and Text Analytics 
provide promising models, such as GPT-3 developed by OpenAI (Brown et al. 2020), that can further 
support researchers in conducting high-volume systematic literature reviews. As existing software 
developed for reviewing literature is usually isolated and lacks interoperability (Beller et al. 2018; Felizardo 
and Carver 2020), researchers might run the risk of not being able to efficiently leverage emerging 
advancements in Machine Learning and Text Analytics in their systematic literature reviews and thus fall 
short of their possibilities. 

https://orcid.org/0000-0002-6337-0020
https://orcid.org/0000-0002-4501-7397
https://orcid.org/0000-0002-0149-2225
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Following the “Design Science Research Methodology Process Model” proposed by Peffers et al. (2007) this 
paper aims to answer the following general research question: How can recent Machine Learning and Text 
Analytics advancements be leveraged efficiently in the systematic literature review process? In particular, 
we aim to answer this research question by demonstrating the design of a flexible, modifiable, and 
extendable artifact for holistically supporting intelligent systematic literature reviews based on available 
open-source tools. The artifact framework and its documentation are accessible under an associated GitHub 
repository1. 

Related Work 

An early definition by Feldman and Dagan (1995, p. 1) describes “Knowledge Discovery in Textual 
Databases” or Text Analytics as the exploration of structured or unstructured text data in order to discover 
relevant and interesting patterns. Tandel et al. (2019) describe five overarching tasks of Text Analytics: (1) 
information retrieval, (2) information extraction, (3) summarization, (4) clustering, and (5) 
categorization. Information retrieval is the task of discovering documents that contain required 
information from a large collection of documents (Guo et al. 2019). Information extraction describes the 
automated extraction of useful information based on a well-defined request (Niklaus et al. 2018). Allahyari 
et al. (2017) describe text summarization as the automated task of reducing a text to a concise summary, 
while at the same time maintaining its key information. As described by Hotho et al. (2005), clustering has 
the task of partitioning a set of documents based on their similarity, and categorization assigns keywords 
or categories to documents based on a predefined set. Text Analytics has been utilized in various 
applications in Information Systems research, such as analyzing consumer brand engagement online (Chai 
et al. 2020; Kulkarni et al. 2020), detecting fake news (Ghosh and Shah 2019; Sarin and Kumar 2020), and 
analyzing government discourse (Cogburn 2020; Cogburn et al. 2020). Furthermore, recent advancements 
in Text Analytics, such as Bidirectional Encoder Representations from Transformers (BERT) by Google 
(Devlin et al. 2019) and GPT-3 by OpenAI (Brown et al. 2020), promise improved performances and a wide 
range of new possibilities for application. Text Analytics techniques are already in use to support literature 
reviews, for example by performing clustering (Galati and Bigliardi 2019; Marjanovic and Dinter 2018), 
bibliometric analysis (Chen et al. 2019; Pascal and Renaud 2020; Ribeiro et al. 2020), and more recently 
question answering (Kierszbaum and Lapasset 2020; Schmidt et al. 2020).  

This is in line with findings by Felizardo and Carver (2020) describing that researchers have become more 
invested in the automation of the systematic literature review process in recent years. However, tools are 
often developed in isolation with limited or no compatibility and interoperability. This slow and fragmented 
development hinders researchers from fully leveraging the potential of automation in systematic literature 
reviews. As such, approaches from a more holistic point of view are required. In their research, Tauchert et 
al. (2020) propose an artifact that points towards this overall goal. However, the presented artifact mainly 
focuses on the process and the implementation of already established techniques rather than the artifact’s 
extensibility and flexibility. As pointed out by Marshall and Wallace (2019), another problem of these 
isolated approaches of academic groups is their lack of maintenance and thus the eventual obsoleteness of 
their artifact. At the same time, however, it is assumed that commercial software companies are slow to 
integrate emerging Machine Learning and Text Analytics advancements due to limited demand.  

The “Systematic Review Toolbox”2 developed by Marshall and Brereton (2015) provides a community-
driven and regularly maintained catalog of 212 tools (as of 02/2021) supporting systematic reviews. In this 
catalog, 77 tools are listed in the area of text analytics, machine learning, and data mining; 23 tools are 
identified as holistic support for the entire literature review process. However, the vast majority of these 23 
tools mainly focus on supporting the process of manually performed literature reviews. 

Methodology 

The development of the artifact follows the “Design Science Research Methodology Process Model” 
proposed by Peffers et al. (2007). It describes six activities that serve as guidelines for carrying out design 
science research: (1) identify problem and motivate, (2) define objective of a solution, (3) design and 

 
1 Associated GitHub repository:  https://github.com/HoliMoLiRev/HoliMoLiRev  
2 Website of the “Systematic Review Toolbox”: http://systematicreviewtools.com  

https://github.com/HoliMoLiRev/HoliMoLiRev
http://systematicreviewtools.com/
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development, (4) demonstration, (5) evaluation, and (6) communication. The identify problem and 
motivate activities entail the identification and definition of the specific research problem to be addressed, 
which in our research comprises the increasing difficulty in reviewing the growing torrent of scientific 
publications. The define objectives of a solution activity requires researchers to define feasible and 
meaningful objectives for the proposed solution, which includes holistic process support and leveraging 
state-of-the-art Machine Learning and Text Analytics techniques. In the design and development activity 
an artifact is created that aims to achieve the objectives of the research, which we realize by developing a 
modifiable framework. In the demonstration activity, the artifact is put into practice and applied to the 
research problem. In our research, the artifact is used to generate and analyze a literature corpus for a 
concurrent research project in the Digital Twin domain. In the evaluation activity, the obtained results are 
then assessed based on the predefined objectives and feedback gathered from the project. Finally, the 
communication activity requires researchers to present the artifact in its entirety to a relevant audience, 
which is realized through this paper and its associated GitHub repository. As proposed by Peffers et al. 
(2007), we follow activities (3) to (6) iteratively by continuously evaluating and refining the artifact in 
increments throughout the development process. 

 

Figure 1. “Design Science Research Methodology Process Model” (Peffers et al. 2007) 

Artifact Description 

In this section, we describe the artifact’s context, its conceptual architecture, its main tools used for 
instantiation, and its selected integrated features. 

Artifact Context 

In order to integrate new emerging Machine Learning and Text Analytics technologies efficiently into the 
artifact, its ability to be modified and extended by researchers has to be emphasized. Therefore, we focused 
primarily on open-source tools and libraries, as they meet these requirements and allow for extending and 
modifying the artifact without experiencing lock-in effects in the future. When choosing the programming 
language to develop the artifact, we selected Python due to its simplicity, its available Text Analytics 
libraries as well as its extensive documentation and large community. As development and runtime 
environment for the artifact we chose JupyterLab. 

Conceptual Architecture 

Inspired by the systematic literature review process and focusing on a centralized data storage, the artifact 
incorporates six different conceptual components, as shown in Figure 2.): (1) collection, (2) import, (3) data 
storage, (4) filtering & screening, (5) transformation, and (6) analysis & visualization. The collection 
component is used to download PDF documents and metadata of scientific literature (depicted in Figure 
2.) as a gray box) from corresponding databases or journal websites. The import component converts and 
loads the PDFs and metadata into the data storage component. The data storage component serves as a 
central repository. It follows a document-oriented data model with papers as central entities, including their 
content (e.g., as PDF or plain text) and metadata (e.g., authors, publication year, or outlet) as attributes. 
The filtering & screening component enables researchers to exclude papers based on their content and 
metadata. The transformation component allows for pre-processing the content and metadata of papers as 
different features in the analysis & visualization component require different input data. Finally, the 
analysis & visualization component supports researchers in generating findings from scientific literature 
and visualizing them by applying Text Analytics and visualization techniques. This architecture aims to 
allow researchers to add, modify or remove components around the central data store according to their 
requirements as well as to extend it with new emerging technologies. 

(1) Identify 
Problem & 
Motivate 

(2) Define 
Objectives of 

a Solution 

(3) Design & 
Development 
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Figure 2. Schema of the artifact architecture and its conceptional components 

Tool Selection 

There is a variety of tools and libraries in Python related to “natural language”3 with more than 1,200 
projects in the Python Package Index alone (as of 02/2021). As such, it is essential to outline the criteria on 
which we selected the tools integrated into the artifact. Our tool selection criteria follow the “Vienna 
Principles” (Beller et al. 2018) in that we aim to use publicly available tools and therefore minimize barriers 
for researchers to adapt the artifact. However, the focus on open source also requires us to take further 
aspects into account, such as recent updates and maintenance, comprehensive documentation and 
community activity, usability, and balance between performance and maturity. As we emphasize 
compatibility, the tools are not viewed in isolation but assessed based on their architectural fit. Table 1.) 
provides an overview of the main tools used to build the artifact. It is important to point out that the 
selection and integration of these tools are not intended to be a final decision. The overview rather provides 
a first glance on how an artifact instantiation could be put into practice and therefore illustrates how 
researchers could benefit from the usage of these tools in their systematic literature reviews. As new trends 
and requirements emerge, tools in the artifact can be removed, substituted, or added by researchers 
accordingly. 

Tool Task Access/ Repository 

Zotero Paper Collection; Duplicate Removal Homepage/ Repository 

pyzotero Data Import from Zotero Repository 

langdetect Language Detection Repository 

CrossRef API External Reference Linking Homepage/ Repository 

Gephi Network Visualization Homepage/ Repository 

MongoDB Document Storage Homepage 

mongoengine Access MongoDB Repository 

NLTK Tokenization; Lemmatization; Stop Word Removal Repository 

spaCy Named Entity Recognition; Text Classification Homepage/ Repository 

Gensim LDA Topic Modeling Homepage/ Repository 

pyLDAvis LDA Visualization Repository 

Transformers Text Summarization; Question Answering Repository 

Table 1. Overview of main tools integrated in the artifact 

Artifact Features 

In this section, we describe the artifact features based on its six components: (1) collection, (2) import, (3) 
data storage, (4) filtering & screening, (5) transformation, and (6) analysis & visualization.  

The collection component enables researchers to collect papers as well as to detect and remove duplicate 
papers. The import component converts the data (e.g., PDF to plain text) and loads it from the collection 
component into the data storage component. The data storage component is the central data repository 
which can be enriched by researchers with derived attributes that are generated in the filtering & screening 
component, transformation component, or analysis & visualization component. Thus, for example, the 

 
3 https://pypi.org/search/?q=%22natural+language%22  

Data Flow 
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https://www.zotero.org/
https://github.com/zotero/zotero
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https://github.com/Mimino666/langdetect
https://www.crossref.org/
https://github.com/CrossRef/rest-api-doc
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https://github.com/RaRe-Technologies/gensim
https://github.com/bmabey/pyLDAvis
https://github.com/huggingface/transformers
https://pypi.org/search/?q=%22natural+language%22
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results of complex and time-consuming Text Analytics techniques can be stored for later evaluation and 
visualization. 

The filtering & screening component implements various features that allow for the exclusion of papers 
based on predefined criteria. While filtering aims to exclude papers based on their metadata, screening 
excludes papers by assessing their content. Filtering can be performed based on generic metadata 
attributes, such as publication date or publication outlet. However, it is also possible to use derived 
attributes as criteria, such as the number of pages. A more advanced filtering feature is the artifact’s ability 
to capture internal citations (references between papers included in a literature corpus) and external 
citations (paper in a literature corpus references a paper not included in this literature corpus). This allows 
researchers to identify relevant papers and authors in a corpus, based on citation networks, co-citation 
networks, or authorship networks. Furthermore, this can be utilized as semi-automated snowballing and 
provide researchers with the opportunity to discover papers that were previously overlooked or 
unintentionally excluded. When it comes to screening, the artifact enables researchers to use basic 
techniques, such as keyword occurrences or keyword distribution within each paper. The artifact also 
provides more sophisticated screening approaches, such as language detection, for example, if only papers 
written in English should be included. As can be seen in the Digital Twin literature corpus visualization in 
Figure 3.) on the left, using the artifact to generate a citation network capturing included papers (green 
nodes), excluded papers (red nodes), and external papers (blue nodes) may allow for identifying influential 
papers and serve as an affirmation that no substantial gaps exist within the literature corpus. 

The transformation component allows for pre-processing available data, which is essential as different Text 
Analytics techniques in the analysis & visualization component require different input. This includes 
converting plain text to lowercase, splitting plain text into predefined chunks (tokenization), or storing 
plain text in a Bag-of-Words model. Furthermore, the transformation component features identifying and 
expanding acronyms and normalizing the different spellings of concepts. This allows researchers to 
recognize both acronyms and concepts as the same information. Further pre-processing features include 
the removal of numeric token and single-character tokens, lemmatization of tokens (Bergmanis and 
Goldwater 2018) as well as the removal of stop words (e.g., “but”, “and”, “we”, and “after”). 

The analysis & visualization component aims to support researchers in analyzing scientific literature and 
visualizing the results. This ranges from basic features, such as word co-occurrence matrices or bibliometric 
analyses, to more advanced features, such as topic modeling, text summarization, and question answering. 
The artifact allows for topic modeling through Latent Dirichlet Allocation (Blei et al. 2003), which can be 
described as an unsupervised Text Analytics technique to identify underlying topics from a large collection 
of papers (Eickhoff and Neuss 2017). A generated topic model can then be visualized using the LDAvis 
method developed by Sievert and Shirley (2014), as can be seen in Figure 3.) on the right. Integrating text 
summarization based on pre-trained Transformer models enables researchers to automatically extract key 
statements in a paper without having to read the paper in its entirety. In addition, more specific inquiries 
can be answered by integrating extractive question answering based on pre-trained Transformer models. 
Question answering provides direct answers from a knowledge base to questions posed by users in natural 
language (Kwiatkowski et al. 2019). This enables researchers to find specific information through questions 
in natural language and receive answers based on knowledge from the content of papers (Schmidt et al. 
2020). The basic and advanced features in the analysis component may be applied and combined 
synergistically. 

Evaluation 

In this section, we evaluate the artifact based on three aspects proposed by Gregor and Hevner (2013) for 
positioning and presenting research in Design Science: (1) validity, (2) efficacy, and (3) utility. In our 
research, the artifact was used to generate and analyze a literature corpus for a concurrent research project 
in the Digital Twin domain. As described by Kritzinger et al. (2018), Digital Twins can broadly be defined 
as “digital counterparts of physical objects” that are connected to each other. 
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Figure 3. Examples of visualization: Citation network in Gephi used for filtering and 
screening (left); Topic model visualization used for conceptualization in pyLDAvis (right)4 

Validity describes whether an artifact contributes to achieving its stated objective (Gregor and Hevner 2013, 
p. 351). Our artifact aims to enable researchers to efficiently leverage Machine Learning and Text Analytics 
advancements in systematic literature reviews. When used to generate and analyze a literature corpus in 
the Digital Twin domain, the artifact reduced the time and effort required by researchers to generate, filter, 
and screen 1,024 papers in the literature corpus, in particular when compared to performing these tasks 
manually or being limited by the lack of interoperability of existing tools. Furthermore, semi-automatically 
conducting this step may have avoided potential human errors and bias. We were able to leverage Machine 
Learning and Text Analytics techniques, such as question answering, which facilitated information 
extraction. For example, querying each paper for “What is the definition of a Digital Twin?” provided a list 
of potential answers from papers and enabled us to rapidly identify and compare commonalities and 
differences between definitions. 

Efficacy describes the degree of an artifact’s contribution to achieving its stated objective, without taking 
its context into account (Venable et al. 2012). The artifact’s interoperability has increased the degree of 
automation in conducting systematic literature reviews compared to existing isolated tools. It allows for 
relatively fast execution of multiple analysis types, which is especially utile in rapidly growing domains and 
high-volume systematic literature reviews. Researchers are able to publish their modified code and 
parameters, which fosters transparency and to some extent replication in the systematic literature review 
process through programmatical analysis when compared to manual systematic literature reviews. Its 
holistic approach, accessibility, and the absence of vendor lock-in allow researchers to modify and extend 
the artifact based on their requirements, which enables researchers to potentially leverage state-of-the-art 
tools and techniques, which may not be possible with existing tools. However, human intervention is still 
required for handling errors, inaccuracies, and leveraging synergies between artifact and researcher. 
However, it is important to note that the artifact’s efficacy may depend on the user type. We expect users 
with basic programming skills to apply and adapt the artifact with ease and therefore be able to leverage its 
full functionality. This facilitates conducting systematic literature reviews using Machine Learning and Text 
Analytics advancements and may lead to new insights in scientific literature through potentially new and 
innovative analysis approaches. 

Utility is achieved if the stated objective of an artifact has value outside its limited development 
environment objective (Gregor and Hevner 2013, p. 351). The artifact has only been assessed on the Digital 
Twin literature corpus, therefore making it difficult to evaluate this aspect. As the Digital Twin domain is 
multidisciplinary, papers were extracted from a variety of journals and conferences, leading to at least 
partial generalizability. However, its current requirements for technical expertise may limit its use to 
researchers within fields related to Information Systems and Computer Science. In general, the artifact 
demonstrates that semi-automation can be used to facilitate the integration of emerging Machine Learning 
and Text Analytics advancements in the systematic literature review process. 

 
4 Interactive versions of the images can be found at the following website: https://holimolirev.github.io/HoliMoLiRev/  

https://holimolirev.github.io/HoliMoLiRev/
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Discussion, Limitations and Further Research 

In the following section, we discuss decisions made during the development of the artifact and their 
consequences, the limitations of our research, and potential directions for further research and artifact 
development. 

During the development of the artifact, several decisions had to be made regarding design and 
implementation. However, due to the limited space within this paper, not every decision can be discussed 
in detail. The open-source reference management tool Zotero provides an intuitive GUI and a browser 
plugin that allows for relatively easy extraction of PDFs and metadata (Böhner et al. 2020). Through this 
semi-automated functionality, the artifact can rapidly compile a literature corpus and is less prone to 
human errors, therefore improving the literature corpus quality. The integration of the document-oriented 
database MongoDB allows for storing binary data of any size and enables researchers to add derived 
attributes to each paper, which might require substantial processing time when being created. The artifact’s 
modifiable code components are mostly written in Python. Python’s intuitive syntax and the use of well-
documented libraries remove entry barriers for researchers that might not necessarily possess 
comprehensive coding skills. Furthermore, we were able to leverage existing state-of-the-art Machine 
Learning libraries, such as TensorFlow and PyTorch, and integrate more sophisticated Text Analytics 
techniques, such as text summarization and question answering. However, as mentioned by Olorisade et 
al. (2016), researchers and readers could view the artifact features as “magic tools” and hence run the risk 
of accepting its output without understanding, questioning, or reporting the underlying processes and 
implementations. The use of JupyterLab as a development and execution environment allows for enriching 
the code with markdown comments and detailed explanations. This gives researchers the opportunity to 
illustrate underlying concepts, processes, and implementation rather than just presenting the results. In 
accordance with vom Brocke et al. (2009) promoting the importance of rigorously documenting the search 
process, our artifact enables researchers to publish their modified source code, further increasing 
transparency by facilitating peer reviews and replication studies. 

There are some limitations to our research that need to be addressed. As of now, the evaluation of the 
artifact is limited to the Digital Twin literature corpus. There are no insights from applying the artifact to 
other literature corpora or extensive user acceptance testing. By focusing on the selection of accessible and 
modifiable tools, we might have missed tools that have better performance or functionality when integrated. 

In the future, the substitution or extension of integrated tools in various components of the artifact may be 
explored further. In accordance with the proposed “Vienna Principles” (Beller et al. 2018), we intend to 
make our artifact publicly available and therefore enable researchers to modify and extend the artifact based 
on their requirements. For example, the artifact could be extended by integrating ASReview, an open-source 
tool that applies Machine Learning techniques to rank papers based on relevance to the researcher’s 
preferences, which are assessed through a small sample of manually screened abstracts (van de Schoot et 
al. 2021). The development of an easy-to-use GUI would further improve usability and make the artifact 
available to a broader audience beyond the Information Systems research community. Moreover, 
evaluating the artifact’s functionality on literature collections from different domains as well as conducting 
expert interviews with Information Systems researchers and non-Information Systems researchers would 
further increase the artifact’s validity. As proposed in the Task-Artifact Cycle (Carroll et al. 1991), the task 
of our research to semi-automatically support systematic literature reviews posed the requirements for the 
development of our artifact. By applying and evaluating our artifact on the Digital Twin literature corpus, 
the characteristics of the task itself changed as well. For example, by shifting from specific to broader 
searches in combination with advanced filtering techniques as well as highlighting and differentiating 
decisions between humans and technology. As more sophisticated technologies and tools emerge in 
Machine Learning and Text Analytics, our artifact provides researchers with a quick way of integrating new 
features without having to forego established functionalities. Overall, we understand our artifact as a system 
in development that serves as starting point towards a more refined proof of concept in the future. 

Conclusion 

In light of the continuously growing torrent of scientific literature, the goal of our research was to 
demonstrate how current Machine Learning and Text Analytics advancements can be leveraged efficiently 
to support researchers in systematic literature reviews. In accordance with the “Design Science Research 
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Methodology Process Model” proposed by Peffers et al. (2007), we developed and continuously evaluated 
a flexible, modifiable, and extendable artifact for holistically supporting intelligent systematic literature 
reviews based on open-source tools. The artifact in its current form allows researchers to increase 
transparency, repeatability, efficiency, and productivity in systematic literature reviews. Nevertheless, we 
see its core strength in its extensibility and thus, its ability to facilitate the use of existing and emerging 
advancements in Machine Learning and Text Analytics, particularly in high-volume systematic literature 
reviews (>1000 publications). Our study contributes to the body of knowledge in the areas of systematic 
literature review process automation and optimization by proposing an artifact that enables researchers to 
efficiently automate systematic literature reviews to a certain degree, as well as demonstrating its current 
possibilities and limitations. As such, it is a first step towards a more flexible and holistic approach of semi-
automating systematic literature reviews and leveraging emerging advancements in Machine Learning and 
Text Analytics. We can expect this will provide a valuable aid to researchers that have to work under time 
pressure, such as the current COVID-19 vaccine research being done as well as other disciplines that face 
the challenge of evaluating large volumes of scientific papers within a given period. As we expect the trend 
of a rising number of scientific publications to continue, the support of Information Systems in conducting 
systematic literature reviews will become increasingly important. 
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