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Photoacoustic (PA) signals are typically broadband in nature. The bandwidth of

PA signals depends on the size distribution of the underlying chromophores.

Typically, conventional ultrasound (US) transducers, designed for pulse-echo

imaging, have limited bandwidth, which reduces their sensitivity to the

broadband PA signal. The rejection of out-of-band signals impairs image

reconstruction, leading to the loss of image details. Visualization of

biological structures, in particular deep targets with a range of sizes requires

large acquisition bandwidth. In this work, we combine PA data acquired with

two conventional US array probes with complementary frequency bands in

order to widen the bandwidth. However, the two conventional transducers also

differ in sensitivity and combining the data results in misrepresentation of PA

signal strengths. Therefore, in this article we report a novel PA-basedmethod to

calibrate the relative sensitivities of the transducers. The proposed method was

applied in various scenarios, including imaging vascular structures in vivo.

Results revealed that it is feasible to visualize targets varying widely in sizes

while combining complementary information acquired with dual US

transducers. In addition, the application of sensitivity compensation ratios

avoids misrepresentation in the imaging scheme by accounting for sensitivity

differences of both transducers during image acquisition.
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Introduction

Photoacoustic (PA) imaging combines the spatial resolution of ultrasound (US)

imaging with optical absorption contrast to provide functional and structural information

about an irradiated tissue sample [1–3]. In conventional pulse-echo mode US imaging,

various types of transducer array probes of different frequency ranges and geometry are
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used, each tailored to a specific application [4, 5]. Transducer

specifications are typically based on the target location, the field

of view, penetration depth, and resolution requirements. In

photoacoustics, the frequency bandwidth of the emitted

acoustic pressure depends on the size distribution of the

optical absorbers in the field of view: larger absorbers emit

primarily lower frequencies, while small objects generate

higher frequency acoustic waves [6–11]. For example, a target

of size 1 mm emits a frequency spectrumwith center frequency at

~0.5 MHz while a 60 μm target emits a spectrum with center

frequency ~11 MHz [12]. Optically deep biological targets, like

blood vessels, tumors, and lipidic deposits exhibit a range of sizes.

Hence the emission spectra cover a wide frequency range. It is

important that the ultrasound detection bandwidth matches the

emission spectra of the target chromophore for optimal

sensitivity and image reconstruction. Conventional

(commercially available) US transducers, which are commonly

used for PA imaging, have limited sensitivity to such broadband

PA signals [13]. The rejection of out-of-band signals impairs

receive sensitivity, leading to the loss of signal-to-noise ratio. It

also causes a loss of image fidelity: the omission of low

frequencies impairs the ability to reconstruct large objects

while retaining PA signals that are generated by an object’s

edges, where high frequencies are present. This phenomenon

is known as the “boundary buildup” effect [14]. Conversely, a

lack of high frequencies in the received signal causes a loss of

detail and border definition. Hence, there is a need to widen

reception bandwidth to enhance sensitivity and k-space sampling

in PA imaging.

In pulse-echo US imaging, researchers have utilized dual/

multiple frequency transducers for superharmonic imaging or to

achieve an improved depth of penetration and spatial resolution

[15–21]. However, these probes, designed for harmonic imaging,

are mostly manufactured with large gaps in their frequency

response, which results in incomplete reconstructions and

therefore is not suitable for sensing broadband PA signals. A

lithium niobate dual frequency transducer has been fabricated

with center frequencies 14.9 MHz and 4.9 MHz to be suitable for

both pulse-echo US and PA imaging using a single transducer

element [22]. Fabricating such a transducer is complex and

extending this concept to 2D imaging requires translating the

crystal along the imaging plane, which is time-consuming.

In PA imaging, different approaches for wide-bandwidth

imaging have been adopted. Bandwidth improvement can be

achieved either by using dedicated transducer designs or by using

multiple conventional transducers that have complementary

bandwidths. Custom-built transducers that utilize alternating,

concentric, or stacked piezoelectric elements of varying thickness

have been demonstrated to be capable of receiving broadband PA

signals [23, 24]. Some of these custom-built transducers have

been demonstrated for in vivo PA acquisitions such as for

psoriasis, atherosclerotic plaque, and breast cancer [25–29].

However, most of them are complex to design and

manufacture and are tailored to specific applications. For

instance, the ultrasound transducers developed for

optoacoustic mesoscopy are suitable for visualizing smaller

superficial targets [25, 28]. Such a probe is however not

suitable for imaging larger targets situated at deeper locations.

Utilizing a combination of conventional US transducers with

complimentary bandwidths is straightforward in terms of probe

realization [13, 30]. The challenge then is, combining

information acquired from such distinct transducers. These

transducers are not only different in spectral bandwidth

behavior but also vary in sensitivity caused by differences in

transducer material (piezoelectric ceramic, crystal, composite),

geometry (pitch, number of elements, elevational length,

elevational focus), probe electronics, the presence of a lens,

and other factors caused by specific manufacturing practices

adopted by different vendors. Consequently, when combining

imaging data from multiple complementary US transducers, the

signals from all probes need to be carefully calibrated to avoid

misrepresentation in the combined image. Most articles that

utilize custom or conventional transducers overlay different

frequency data in a different colormap. In this work, we aim

at accounting for this sensitivity difference andmimic acquisition

with a single transducer as closely as possible. We attempt to

tackle this using transducer calibration and combining the data at

the post-beamformed RF (radio frequency) level before envelope

detection.

Several methods to calibrate and measure absolute US

transducer sensitivity are described in literature. It is most

common to measure the transmit transfer function, receive

transfer function, or pulse-echo response of a transducer;

either with the use of a calibrated hydrophone, a known

conventional US transducer, or a combination of both in a

sequence of pitch-catch setups [17, 31, 32]. Characterization

with a hydrophone is complex and highly sensitive to alignment.

On the other hand, using conventional US transducers that are

still bandlimited is not sufficient for calibrating wideband

photoacoustic responses.

Recent reports have demonstrated the feasibility of

characterizing US transducers using the response to PA signals

[33–36]. In order to obtain a wideband PA response, the illuminated

target must be much smaller than the axial resolution of the PA

system. Furthermore, the resultant PA signal amplitude is directly

proportional to the illuminated target volume, which limits the

signal-to-noise ratio, particularly while sensing with low-frequency

transducers that are most mismatched with signals from a small

source. As an alternative, direct short-pulse illumination of the

sensing element [33] or illuminating a large rectangular slab of

highly absorbing material [34–36] can yield a wideband response.

Both methods calibrate the transducer’s frequency response with

emphasis only on the frequency axis and bandwidth of the spectrum.

The amplitude of the spectrum, which is a function of the

transducer’s geometric parameters such as element size, lens, and

element layout is usually ignored.
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In this work, the primary aim is to utilize two conventional

US transducers and report a novel method of calibration that is

necessary to combine PA signals at the RF data level in a

quantitatively consistent way, which is important in

applications that require an accurate estimation of PA. To

achieve optimal calibration of the transducers occupying

complementary frequency bands and having non-identical

geometric parameters, accurate measurement of the spectral

amplitude is required. For this purpose, we generate PA signal

from a known source through experiments and simulation, and

derive an attenuation-dependent sensitivity compensation ratio

to merge data acquired on both probes. In addition, the

compensated data are combined before envelope detection to

mimic acquisition with a single broadband US transducer as

closely as possible. We then validate the performance of the

proposed dual-transducer-bandwidth-enhanced imaging setup

by imaging targets with a known dimension and demonstrate the

effect in biological imaging ex and in vivo. US transducers with a

reception bandwidth of ~1–12 MHz were used in this paper,

however the same methodology can also be applied for other

frequency ranges. Results obtained demonstrate that the

proposed imaging method improves imaging sensitivity and

capability of visualizing vascular structures ranging widely

in size.

Materials and methods

Derivation of sensitivity compensation
ratio (S)

To perform transducer characterization using the PA effect,

it is crucial that the frequency spectrum of the PA signal has a

wideband behavior in the Fourier domain over the entire range of

frequencies covered by the transducers of interest. Fundamental

equations that govern this analysis are detailed in [36] but are

briefed in relevance to the context of this paper below.

In an acoustically homogeneous medium, when thermal

confinement conditions are satisfied, the PA pressure p(r, t)
generated in response to a heat sourceH(r, t), from a point target

at position r at time t obeys the following wave equation,

z2p(r, t)
zt2

− c2Δp(r, t) � Γ
zH(r, t)

zt
, (1)

where c is the speed of sound in tissue and Γ is the Grüneisen

parameter [2]. For simplicity, we have neglected acoustic

attenuation in Eq. 1; since this is generally frequency-

dependent, it will need to be accounted for when analyzing

the signals from transducers with different sensitivity ranges.

The heating functionH(r, t) � Hr(r)Ht(t) is the amount of

energy absorbed per unit volume and per unit time in the tissue.

Most PA systems use laser sources that can generate short pulses

in the order of nanoseconds. In such a scenario of stress

confinement, it is reasonable to assume Ht(t) = δ(t) as a

Dirac delta function. The solution to Eq. 1 given by Eq. 2,

p(r, t) � Γ

4πc

z

zt
∫
A(t)

Hr(x′)
R

dA′ (2)

where R = |x-x’| and the pressure is an integration over spherical

surface A with a radius of R � ct [37]. Therefore, the signal

p̂(r, t) measured by a detector with an impulse response h(t) in
response to a pressure p(r, t) when Ht(t) = δ(t) is obtained by

convolving h(t) with p(r, t) given in Eq. 3 below

p̂(r, t) � p(r, t)ph(t) (3)

To calibrate the system using photoacoustics, we need to extract

h(t)from p̂(r, t). The function p(r, t) that emulates the optical

absorber has to be a known point source that generates a large

bandwidth response. This function p(r, t) represents the ideal

theoretical pressure when recorded by a point detector with

h(t) � δ(t).
The focus of this paper is to measure and calibrate acoustic

sensitivities of two dissimilar detectors having impulse responses

h1(t) and h2(t). Illuminating the same target with ultrashort

laser pulses ensures equal p(r, t) when being detected with two

transducers. This enables characterizing detector impulse

responses only with measured pressure on the detectors

p̂1(r, t) and p̂2(r, t). By substituting in Eq. 3, the measured

PA pressure for the two dissimilar transducers can be given as

p̂1(r, t) � p(r, t)ph1(t) (4)
p̂2(r, t) � p(r, t)ph2(t) (5)

If we take the Fourier transform of Eqs 4, 5, we get

P1(f ) � Pth(f ) ~H1(f ) (6)
P2(f ) � Pth(f ) ~H2(f ) (7)

Our calibration method is based on measuring the amplitudes of

the Fourier transform of known PA pressure (P1 and P2)

recorded by two different US transducers having detector

responses ( ~H1(f) and ~H2(f)). Pth(f) is the Fourier

transform of p(r, t) and denotes the theoretical spectrum

which can be derived analytically or by simulating a target of

known size. The relationship between PA source geometry and

generated spectra is well known: the characteristic frequency is

inversely proportional to the axial dimension of the source as

seen from the acoustic sensor [12]. Hence, a known target that is

sufficiently small to generate a bandwidth covering both the

transducers of choice (see Experimental setup and simulation) is

required. To experimentally generate the same spectrum that is

simulated, we image a broadband PA source having the same size

as in simulation using the transducer that needs to be calibrated.

In a dual transducer scenario, two conventional transducers

are bandlimited with unequal frequency spectra, centered at say
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f1 and f2. The ratio of the theoretical spectral amplitude at

frequencies f1 and f2 i. e Pth(f1)/Pth(f2) of the known

simulated imaging system can be theoretically computed. This

value should be equivalent to the ratio of measured spectral

amplitudes at those frequencies of the unknown transducers that

need to be calibrated. Differences in the ratio are caused purely by

differences in the detection sensitivity while maintaining a fixed

source and target environment, referred to as the sensitivity

compensation ratio, S mathematically given by Eq. 8 below,

S � P1(f 1)/Pth(f 1)
P2(f 2)/Pth(f 2) (8)

The above equation when further simplified by substituting from

Eqs 6, 7 becomes,

S � ~H1(f 1)
~H2(f 2)

(9)

The above-derived compensation ratio S indicates that the ratio

in Eq. 8 translates as the ratio between the impulse responses of

the two unknown transducers. The factor S is applied as a

multiplication factor on the transducer’s beamformed RF data

before envelope detection to account for differences in sensitivity.

Experimental setup and simulation

In this paper, the P4-1 (Philips, Eindhoven, Netherlands) and

L12-3v (Verasonics, Kirkland, United States) transducers were

utilized for imaging. Further details about the transducers are

tabulated in Table 1. A 60 µm diameter cylindrical target, a black

human hair measured with a micrometer (nr. 102-301, Mitutoyo,

Sakado, Japan) with an accuracy of ±2 μm, was used as a PA

source that generates wide bandwidth signals. Experiments were

performed using a Verasonics US system (Vantage 256, Kirkland,

WA, United States). A tuneable diode-pumped OPO laser

(Spitlight EVO-OPO, 100 Hz PRF, 5 ns pulse width, 800/

1,200 nm, Innolas GmbH, Germany) was used for

illuminating the samples.

A similar scenario was mimicked in a simulation performed

using k-Wave Toolbox in MATLAB® (The MathWorks, Inc.,

MA, United States) [38]. In a k-space grid of 1024x1024 grid

points with a voxel size of 2 μm, an initial pressure distribution of

a 60 μm disc was positioned in a homogeneous propagating

medium, with a speed of sound of 1,480 m/s. A 60 μm circular

source in 2D was created, which is equivalent to a cylindrical

target in 3D, and its corresponding broad bandwidth Fourier

spectrum Pth(f) was obtained. This range sufficiently covers the
bandwidths of both P4-1 and L12-3v (see Table 1).

Calibration experiments

The calibration experiments were performed with PA targets

positioned in a water medium and an attenuating medium.

Water has a low attenuation coefficient of 0.0022 dB/cm/MHz

in comparison to the attenuating medium or soft tissue [39].

Hence its attenuation is considered negligible over the range of

frequencies used for calibration [40–42].

Cylindrical PA targets of 60 μm diameter were immersed in a

cylindrical tank filled with water. The targets were kept

perpendicular to the transducer at depths of 20, 40, 60, and

80 mm from the surface of the transducer. The targets were

illuminated uniformly at a wavelength of 800 nm with a slit fiber

bundle. The slit was wider than the elevational width (21 mm in

the y-direction) of the transducers, mimicking an infinitely long

cylindrical target as shown in the schematic in Figure 1. PA

signals generated from the target at each depth were recorded by

L12-3v and P4-1 using the Verasonics system. The transducers

were held by a custom-made rigid transducer holder for

reproducible positioning in the same plane. Measurements

with both transducers were repeated 20 times. Each

measurement was performed by alternating acquisition

between the two transducers. In between measurements, the

holder was repositioned and realigned to create an ensemble

of independent realizations and for averaging the effects of small

variations in angular alignment. The position accuracy in the

depth direction over 20 repetitions was measured by calculating

the displacement between the PA peak signal recorded on L12-3v

and P4-1. The root mean square variability in probe position over

20 repetitions was determined to be 173 μm corresponding to

0.85 wavelengths of the L12-3v probe.

To test the robustness of the setup, the above experiment was

repeated in an acoustically attenuating medium made with an

agar mixture of 6% concentration (Sigma-Aldrich Corp., St.

Louis, MO) in the same cylindrical container. In this case, it

is to be noted that the frequency dependency of the acoustic

attenuation contributed by agar medium, causes differences

between amplitude spectra of L12-3v and P4-1 [43]. If the

TABLE 1 List of relevant transducer parameters of the conventional US
transducers.

Transducer P4-1 L12-3V

Bandwidth (-6 dB) 1.5–3.5 MHz 4.03–11.05 MHz

Resolution limits 1,540–385 µm 513–128 µm

Elevational thickness 16 mm 5 mm

Elevational focus 80 mm 20 mm

Pitch 0.295 mm 0.2 mm

Element width 0.245 mm 0.17 mm

Center Frequency (Fc) 2.5 MHz 7.54 MHz

Sampling Frequency Fc x 4 Fc x 4

Number of elements 96 192

Transducer width 28.32 mm 38.4 mm
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setup is robust, the only difference between the water and

attenuating medium is caused by the added acoustic

attenuation. The measurements were repeated 10 times with

the same methodology of data acquisition.

The attenuation coefficient α of the 6% agar mixture was

measured to be 0.15 dB/cm/MHz using a pulse-echo substitution

setup. The setup consisted of a single element crystal of 5 MHz

center frequency (Panametrics V309, Olympus, Inc.) mounted

within a water tank in front of a reflecting plate with a known

distance. Attenuation was measured by recording the US signal

with and without the sample in its path.

For processing, a total of 500 frames of raw RF data acquired

from each of the transducers were averaged. Data recorded by

10 consecutive transducer elements located closest to the target

were selected for analysis. The signal recorded by each selected

element was then windowed around the PA peak with a pulse

length of 8λ, calculated at the center frequency of L12-3v

(7.54 MHz) and P4-1 (2.5 MHz). The windowed pulse was

Fourier transformed to obtain the frequency spectra. A fixed

window length as a function of λ was chosen to ensure an equal

number of selected samples and a fair comparison of spectral

amplitude for both transducers. The pulse was zero-padded

before FFT to improve frequency sampling. The above steps

were repeated for the selected 10 echo lines and averaged post

FFT. The average sensitivity compensation ratio (S) over

frequencies within -3 dB level of the spectra was then

computed using Eqn. (8). Eqn. (8) can be written as

FIGURE 1
Schematic of image acquisition setup for the calibration experiment. (A) zoomed-in portion of the light illumination and detection.

FIGURE 2
Visual description of the methodology used for calculating
the sensitivity compensation ratio mathematically represented in
Eq. 10. The dotted blue and red lines represent the range of the
frequencies within the −3 dB level. The solid blue and red
lines represent the range of frequencies on Pth(f). The green arrow
visualizes the effect of the sensitivity compensation ratio.
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S � Pwater
P4−1(1.5 − 3.0MHz)/ Pth(1.5 − 3.0MHz)

Pwater
L12−3v(4.0 − 9.5MHz)/Pth(4.0 − 9.5MHz), (10)

where, Pwater
P4−1(1.5 − 3.0MHz) denotes the average amplitude of

the frequency spectrum of the PA signal recorded by P4-1 over

frequencies ranging between 1.5–3.0 MHz. Similarly,

Pwater
L12−3v(4.0 − 9.5MHz) corresponds to that of L12-3v.

Pth(1.5 − 3.0MHz) and Pth(4.0 − 9.5MHz) represent the

average amplitude of the spectra over mentioned frequencies

obtained from k-Wave simulation.

The above formula estimates the S for L12-3v relative to

P4-1. The methodology behind obtaining S is schematically

represented in Figure 2. As the ratio between amplitudes

obtained in simulation is a constant, Eq. 10 is simplified by

substituting known values from the simulation of a 60 µm

target,

S � Pwater
P4−1(1.5 − 3.0MHz)/Pwater

L12−3v(4.0 − 9.5MHz)
0.6351

(11)

Using Eq. 11, the value of S was measured for the target located

at each depth by averaging all the individual measurements to

obtain depth-dependent sensitivity compensation between the

two transducers. The value of S calculated from the water

medium is expected to remain nearly constant over depth due

to the negligible attenuation coefficient of water and the PA

target emulates an infinite cylinder scenario along the

elevational direction. This nullifies the depth effect

caused by different elevational focal lenses of the two

transducers.

The same method was used to obtain the sensitivity

compensation ratio for the attenuating medium and will be

denoted as Sα, exp. Sα, exp , however, is expected to increase with

FIGURE 3
Flowchart describing the methodology used to find the sensitivity compensation ratio S and Sα, est . Steps 1 and 2: Calculation of spectral
amplitudes for a 60 μm target from simulation and experiment. Steps 3 and 4: Calculation of the sensitivity compensation ratio in water medium (S)
and the ratio that includes the effect of acoustic attenuation (Sα, est).
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depth due to frequency-dependent difference in attenuation in

the surrounding medium by the two transducers. Further, an

estimate of the sensitivity compensation ratio for the agar

medium denoted as Sα, est(agar), was calculated. This was done

by applying the attenuation coefficient, α (0.15 dB/cm/MHz),

corresponding to the 6% agar, on the frequency spectra of the

water calibration experiment. The attenuation coefficient was

applied individually on PA signal spectra emitted from each

depth to account for the depth (l) dependency of α, this

results in

Sα, est � Pwater
P4−1(1.5 − 3.0MHz) p 10− α

20*l /Pwater
L12−3v(4.0 − 9.5MHz)p 10− α

20*l

0.6351
(12)

It has been shown in literature that attenuation spectra typically

have a close to linear dependency with frequency [44]. Hence α

was applied in a linearly increasing manner on the frequency

spectra. Sα, est(agar) is expected to be equal to Sα, exp if there are no

other factors during calibration study that contributes to

attenuation and variation in alignment and sensitivity. If so, it

is possible to estimate the sensitivity compensation of different

media having different attenuation coefficients. In this manner,

the sensitivity compensation ratio for soft tissue (α = 0.7 dB/cm/

MHz [45]) is estimated, denoted as Sα, est(soft tissue). A flowchart

of the methodology to find the sensitivity compensation ratios is

presented in Figure 3.

Imaging experiments

Appropriate sensitivity compensation ratios, obtained from

the calibration experiments, were applied on the beamformed

data acquired from a series of experiments performed on a wire

phantom, a bovine tissue sample ex vivo, and human blood

vessels in vivo.

Firstly, three wires with diameters 60 μm, 128 μm, and

1.0 mm were embedded within a gel pad (Aquaflex, Parker

Inc., United States) and imaged at 800 nm with a similar setup

as described in the calibration study. The diameters were

chosen to demonstrate the band-limiting effect of the two

US transducers. The attenuation coefficient of the gel pad was

measured and found to be 0.0129 dB/cm/MHz. This value was

used for attenuation compensation.

Secondly, a bovine sample containing lipid streaks of

different sizes was imaged with a similar setup. The sample

is illuminated with a slit-fiber bundle from the top, with a

wavelength of 1,200 nm (pulse energy ~1.6 mJ) to image the

lipid streaks as shown in Figure 4. The US probe was

positioned on the side of the tissue sample. Both

transducers were manually repositioned to image the same

structures. The bovine sample was assumed to have an

attenuation coefficient equal to soft tissue (0.7 dB/cm/MHz)

[45] and hence the sensitivity compensation ratios Sα, est(soft

tissue) were used.

Finally, for the blood vessel measurement in vivo, images

were acquired from the volar wrist of a healthy volunteer under a

protocol approved by the Medical Research Ethics Board of the

Erasmus MC (MEC-2014-611). Slit fiber bundles were attached

along the lateral sides of the transducers. A gel pad (2 cm) was

used to maintain a constant distance between the illumination

and the wrist, this made sure the fluence remained well below the

maximum permissible exposure. The average pulse energy out of

the slit fibers was 3.6 mJ in a spot of ~5 cm2. This results in a skin

exposure fluence below the ANSI safety limit of 32 mJ/cm2 at

800 nm [46]. Data was acquired from both transducers from the

same region on the volar wrist consecutively, using the pulsating

ulnar artery as a reference point. In this case, similar to the bovine

sample, we assume the attenuation coefficient equal to soft tissue

(0.7 dB/cm/MHz) and used Sα, est(soft tissue) for attenuation

compensation.

For processing, the raw RF data acquired with L12-3v and P4-1

transducers were averaged over 50 frames. Data acquired with P4-1

was upsampled, using linear interpolation in both axial and lateral

directions to attain a sampling rate and element data density

equivalent to that of L12-3v. The resampled raw RF data

acquired with P4-1 and L12-3v were then beamformed using a

Delay and Sum algorithm. The beamformed RF data acquired with

L12-3v was then compensated using S or Sα, est(soft tissue)

depending on the attenuation properties of the medium. The

compensation was performed as a pixel-by-pixel grid

multiplication operation. For this purpose, a matrix of the

FIGURE 4
Picture of the imaged bovine sample. A horizontal lipid streak
is visible throughout the sample at a depth of ~25 mm that is
marked with a white arrow. The sample is illuminated from the top
(1,200 nm) and the ultrasound transducers were positioned
on the side.
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sensitivity compensation ratio equal in size to the grid size of the

beamformed data was computed. For example, the pixel-wise

estimation of Sα, est (soft tissue) along depth was calculated using

Eq. 12, where l is a matrix equivalent in length to the grid size along

the depth direction of the beamformed data. This compensation

ratio matrix is multiplied with the beamformed data acquired from

L12-3v. In the case of the in vivo image, a gel pad was present above

the wrist, hence the image was segmented into portions having

different attenuation coefficients and compensated appropriately.

Similarly as described above different sensitivity compensation

matrices were derived for each imaging experiment based on the

medium attenuation and grid size.

The compensated beamformed RF data from L12-3v and

beamformed RF data from P4-1 were summed to create a

combined RF. Before combining, the beamformed RF data

acquired with the P4-1 was manually registered with that

acquired from the L12-3v. The registration is based on

anatomical landmarks that were present in the acquired

data from both transducers. In the wire phantom, this

manual registration step was performed by aligning the

envelope maxima of the PA peak generated by the targets.

The envelope of the registered, compensated and combined

beamformed RF data was then extracted from the Hilbert

transform of the signal, which was further log compressed

and displayed in a suitable dynamic range. The methodology

used for performing imaging experiments is shown in

Figure 5. In addition, a merged image of the two frequency

data was also obtained using the HSV color model [27, 47].

For the wire phantom, we plot the vertical profile of raw RF

element data and its corresponding frequency spectra from

the L12-3v, P4-1, and combined data.

Results

Calibration of the sensitivity
compensation

The depth-dependent sensitivity compensation ratios,

obtained from the various scenarios established in the

calibration study (S, Sα, exp, Sα, est(agar), and Sα, est(soft tissue))

are plotted in Figure 5.

It can be observed, that the values of S (red curve) remain

stable with depth as expected. The values of Sα, exp and

Sα, est(agar) (blue and black curve) have close

correspondence, this demonstrates that the difference

between the two measurements S and Sα, exp are only

caused by the additional acoustic attenuation. This shows

the robustness of the setup used in this study and allows

for predicting the sensitivity compensation ratio for a

different type of medium and acoustic attenuation

coefficient. The black dashed curve Sα, est(soft tissue) is

estimated based on the attenuation coefficient of soft tissue

(0.7 dB/cm/MHz) and is further applied on the biological

imaging experiments reported in this work.

Imaging wire targets

Results obtained from the imaging experiments are shown

in this section. Figures 6, 7 show results obtained

from the 60 μm, 128 μm, and 1.0 mm wire phantoms.

Figure 6 displays PA B-mode images reconstructed from the

wire targets using both transducers. Figure 7 shows the axial profile

and frequency spectra plots of the corresponding wires. The

“boundary buildup” effect is visible when comparing Figures 6A,

7A to Figures 6G, 7G. As expected, for the smaller targets, the high-

frequency content dominates the combined image (Figures 6C,F),

whereas in the 1.0 mm wire the low-frequency content dominates

(Figure 6I). This relationship between target size and frequency

content is also noticeable from amplitudes of the axial profile shown

in Figures 7A–I and the frequency spectra plots shown in Figures

7J–L. In addition, the full width half maximum (FWHM) value of

each target was calculated from the envelope and displayed within

the axial profile plot shown in Figures 7A–I.

FIGURE 5
Sensitivity compensation ratios as a function of depth
obtained experimentally from water medium (S) and attenuating
agar medium (Sα, exp), in red and blue. The black solid curve and
black dashed curve show values of the estimated sensitivity
compensation ratios, using known attenuation coefficients of
0.15 dB/cm/MHz (Sα, est(agar)) and 0.7 dB/cm/MHz (Sα, est(soft
tissue)).
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Imaging biological objects

Figure 8 shows results obtained from the bovine sample, imaged

at the lipid absorption peak at 1,200 nm. The bovine sample is

shown in Figure 4 with visible intermuscular adipose tissue, within

the muscle and beneath the fascia. It can be observed that a thick

lipid streak in the middle of the sample is positioned parallel to the

transducer, at a depth of ~25 mm, with smaller streaks throughout

the sample. The US image acquired using L12-3v is displayed in

Figure 8D; the lipid streaks can be identified as hyperechoic regions.

It can be observed that the thick horizontal patch of lipid is present

throughout the sample, whereas smaller lipid structures are present

closer to the transducer at depths <25 mm. It can be further noted

that the PA image acquired with L12-3v displayed in Figure 8A

mainly visualizes smaller structures while the thicker horizontal

streak is difficult to identify. On the other hand, the PA image

acquired with P4-1 displayed in Figure 8B shows the presence of a

thicker horizontal patch of lipids while the finer details are less

present. Figure 8C shows merged images acquired with

the different probes displayed using an HSV color model.

Figure 8E shows the combined and compensated PA

image and Figure 8F displays the overlaid PA image on the US

image.

Figure 9 shows results acquired from the ulnar wrist in vivo

cross-section at a wavelength of 800 nm, where hemoglobin

absorbs. In Figures 9A–C we show the PA images from the L12-

3v, P4-1, and the merged image. The L12-3v visualizes the smaller

superficial veins (white arrows), but only shows the closest

boundary of the ulnar artery (blue arrow). Conversely, in the

image acquired with P4-1 shown in Figure 9B, the cross-section

of the artery is visible. After combining beamformed RF data

acquired with both transducers (Figure 9E) both the smaller

superficial veins and the ulnar artery are visible. Figure 9D

shows the US image from the L12-3v, where the ulnar artery is

already visible. In Figure 9E, the combined PA image is overlaid on

the US image.

FIGURE 6
Reconstructed PA B-mode images from wire targets. Along the columns the L12-3v, P4-1 and combined compensated images are displayed.
Along the rows the 60 μm (A–C), 128 μm (D–F), and 1.0 mm (G–I) wire targets are displayed.
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Summary, discussion, and conclusion

In this paper, we present a novel method for combining

PA data from two conventional transducers (L12-3v and P4-1)

with complementary bandwidths to perform wide bandwidth

in vivo PA imaging. Before combining, we calibrate the two

dissimilar transducers in terms of sensitivity using the PA

effect to ensure an accurate weighting of the contribution from

the signals in both frequency bands. The results obtained

demonstrate that it is feasible to image in vivo vascular

structures of varying sizes including smaller veins and a

large artery in a single image with the use of a dual

transducer approach. They also show improved imaging

sensitivity and the competence to visualize targets varying

widely in size. The use of conventional US transducers for this

purpose makes the imaging system less complex and easier to

adapt in clinics without the need for customization.

The close correspondence between sensitivity compensation

ratios measured experimentally and through theoretical estimation

(Figure 5) shows the robustness of the experimental setup developed

in this work. Based on this result, we estimate compensation ratios

for the bovine sample and in vivo experiments by assuming

homogeneous soft tissue attenuation of 0.7 dB/cm/MHz. The

plot shown in Figure 5 also demonstrates that it is feasible to

estimate the sensitivity compensation ratio for different

homogeneous media with a known attenuation coefficient. We

have chosen to use a representative homogeneous attenuation

coefficient in this work, which appears to be adequate for the

acoustically shallow targets we detect. In more heterogeneous

tissues and greater depths, experimentally measured values or

values for specific tissue regions reported in literature can be

substituted for greater accuracy of the amplitude calibration.

For the imaging experiments, the sensitivity compensation

ratios calculated from a series of calibration experiments were

FIGURE 7
Axial profiles of the PA raw RF signal and corresponding frequency spectra acquired from the wire targets. Along the columns the L12-3v, P4-1,
combined, and frequency spectra are displayed. Along the rows, the profile and frequency spectra of the 60 μm (A–C,J), 128 μm (D–F,K), and
1.0 mm (G–I,L) wire targets are displayed. The dotted line in fig (A–I) indicates the envelope of the profile.
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FIGURE 8
Reconstructed PA B-mode images obtained from the bovine tissue sample with (A) L12-3v (B) P4-1 are displayed and (C)merged image of L12-
3v and P4-1is displayed., Figure (D) shows the US B-mode acquired with L12-3v, (E) shows combined and compensated image and (F) shows a
superposition of (E) on (D).

FIGURE 9
Reconstructed PA B-mode cross-sectional images obtained from human blood vessels from the volar wrist at 800 nmwith (A) L12-3v, (B) P4-1,
and (C) merged image obtained from the L12-3v and P4-1. (D) Shows the US B-mode acquired with L12-3v (E) image obtained after combining
beamformed RF from L12-3v and P4-1 and (F) shows a superposition of (E) on (D). The white arrows indicate superficial veins and the blue arrow the
ulnar artery.
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applied to the RF data, before combining them for display. The wire

image results demonstrate the added benefit of the combined image

display. For the 1.0 mm target, the L12-3v only visualizes the

boundaries, while the P4-1 shows a filled target. The small 60 μm

target cannot be resolved in the P4-1 image, while the L12-3v shows

it with a higher resolution having FWHM of 0.48 mm (Figure 7A).

The negative peaks from boundaries of the wire target seen in the

beamformed RF of L12-3v when summed with P4-1 results in a

lower amplitude near the outline of the target in the combined data

and images (Figures 6C,F, 7C,F). In the bovine tissue sample, the

L12-3v signal visualized small lipid streaks, while the P4-1 is sensitive

to the larger structures. When only looking at the L12-3v image, it

would be easy to miss the thicker horizontal patch of lipids. In the in

vivo volar wrist images, it can be seen that the L12-3v image shows

superficial veins in a higher resolution. However, it only shows the

closest boundary of the ulnar artery, whichmakes it hard to identify.

The P4-1 complements the L12-3v and shows a filled-in ulnar artery.

The multiplication of the sensitivity compensation ratio to the

raw data amplifies noise in addition to the signal for that transducer

chosen for compensation. In our experiments, the SNR of the L12-

3v transducer, to which the compensation was applied, is greater

(17.79 dB) than that of the P4-1 (11.24 dB) probe. Therefore, the

effect of noise amplification is limited. However, an understanding

of the SNR of the transducers of choice is important in

understanding the effect of compensation on noise levels.

The acquired images show the feasibility and added value

of combining the images acquired from two dissimilar

transducers. However, not all the imaging situations

exactly match the calibration scenario with targets

covering the full elevational thickness of the US probes.

The presence of heterogeneous, smaller, curved targets in

the elevational direction of the transducer creates a

differential response between the two transducers that are

not captured by the sensitivity compensation ratio. The

importance of this effect depends on the size, shape, and

position of the target relative to the elevational focus of the

transducer. This effect of different elevational thicknesses

and lenses of the transducers should be considered when

using this method of calibrating and combining two different

transducers. An example of this occurs in the bovine imaging

experiment, where the optical attenuation combined with the

top illumination method results in a varying optical fluence

rate over the elevational thickness of the US probes.

Further, in all experiments reported in this paper, data

acquisition is performed with one transducer after the other

sequentially. To correctly apply the sensitivity compensation

ratio, the imaged plane and the illumination must be identical

while swapping the transducers. During the calibration

experiments, the custom-made transducer holder ensured the

same position of the two different US transducers. Repeating

the calibration multiple times made sure that the effect of

misalignments was minimized. In the bovine sample and

ulnar wrist imaging experiment in vivo, the US transducers

were manually positioned one after the other to image the same

cross-section. This method results in slight offsets in the exact

imaging plane locations. Manual registration, based on

anatomical landmarks, is performed to account for this effect

as far as possible. For the in vivo ulnar measurement, the slit

fibers were attached slightly differently for both transducers due

to the different geometries. However, the use of the coupling

pad and the effect of light scattering in tissue should minimize

the effect of differences in illumination. In clinical practice,

swapping between transducers is not practical and causes

imaging plane misalignment issues. The usage of a probe

holder for simultaneous acquisition of data is a possibility,

but the overlapping of the imaging planes should be taken

into account.

In conclusion, the results in this study demonstrate the

presence of complementary information in PA images

acquired with two transducers with non-overlapping

frequency content. We demonstrated a method to combine

data from two such probes, enabling quantitatively correct

wide-band imaging with conventional equipment. This paper

also shows the improved imaging sensitivity and the competence

for visualizing targets varying widely in size.
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