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## TIME

Meanwhile time races by, slipping away on fleet foot, nor can past time return to you.
The personification of time is an old man, bearded and winged, because time flies. He wears a drapery spangled with stars, because, in an age which still retained some faith in astrology, the stars were supposed to govern all earthly events. He wears on his head a wreath of roses, ears of grain, fruit, and dry branches, the products and symbols of the four seasons of the year. In one hand he holds a mirror, in which only the present instant is perceived. In the other hand he holds a snake biting its own tail, the ancient symbol of eternity, or the year which follows on from itself as long as time lasts. He stands on a great circular band of the Zodiac, because time is measured by the motion of the heavenly bodies. The two cherubs looking into a mirror represent the Past and the Future. The Past lives in the memory of the human race, while the Future lives in the hopes and fears for future times. The two other cherubs keep a record of what has happened, and they write history. The scales symbolize the fact that time equalizes everything and everybody by clacking all in impenetrable darkness. The ruins witness that time has iron teeth which gnaw away at everything, however permanent they seem.

The backgrounds shows a Ptolemaic sphere, probably of the celestial vault, with a huge crack in it. Through this aperture a boat is being steered by Charon, who has the job of ferrying the dead across the River Styx to Hades. On his head is an hourglass and he holds a scythe. The coffin in his boat is sign that death is the fate of all, with no exceptions.

Though time speeds on eternally,
All men's ends established be.

Michael Duffy
University of Sunderland

## INTRODUCTION

The papers included in this volume are those given at the twelfth London conference on Physical Interpretations of Relativity Theory, held in the Lecture Theatre of the Civil Engineering Department, Imperial College, London, from 12 to 15 September 2008, and subsequently accepted for publication by the organizing commitee. The meeting was principally pre-organised by Dr. M.C. Duffy, with the support of the School of Computing Science and Technology, University of Sunderland, and principally carried through under the chairmanship of Dr. Peter Rowlands of the Physics Department, University of Liverpool. Dr. V.O. Gladyshev, of Bauman Moscow State Technical University, had the main role in overseeing the production of the final volume of Proceedings. We are grateful to all who played a significant part in this conference, either as organizers or participants, and to the institutions which generously supported them.

The conference, as the twelfth held in London, was significant milestone in the PIRT series. Now held during alternate years in London and Moscow, with additional annual meetings in Calcutta and approximately two-years ones in Budapest, the Conference has expanded massively since its foundation by Dr. Duffy in 1998. At that time there was no other significant conference dedicated to discussing the fundamental issues at the heart of physics in such an open and uninhibited manner. "Relativity Theory" was, from the first, taken as a very general term, covering the bulk of physics developed since 1900, and the idea was to examine, using all possible approaches, the position that physics found itself in following the revolutionary developments of relativity and quantum mechanics, in both theoretical and experimental terms. At the same time, it was considered important to maintain high standards of rigour and academic excellence. The result was the production of many outstanding but often thought-provoking papers. It is with the aim of stimulating new inquiries and discussion within the scientific community that we offer this volume of collected pappers from 2008 to our readers.

Peter Rowlands<br>University of Liverpool

## Contents

Arminjon Mayeul, Reifler Frank Quantum mechanics for three Dirac equations in a curved space-time ..... 7
Osmaston Miles F. Continuum theory: history of its conception, and outlines of its many current results: an informal account ..... 8
Pope Viv The pioneer anomaly, or a 'dissident ' perspective on modern physics ..... 39
Petit Jean-Pierre, d'Agostini Gilles A bimetric model of the Universe. Interpretation of the cosmic acceleration. In early time a symmetry breaking goes with a variable speed of light era, explaining the homogeneity of the early Universe. The $c(R)$ law is derived from a generalized gauge process evolution ..... 43
Gilson James G. Solutions of a Cosmological Schroedinger Equation for Exact Gravitational Waves based on a Friedman Dust Universe with Einstein's Lambda ..... 59
Gladyshev V.O., Gladysheva T.M., Sharandin Ye.A., Tiunov P., Tereshin A.A., Portnov D. 3-Dimensional experiments for observing anisotropy of space ..... 73
Rowlands P. What is vacuum? An algebraic investigation ..... 80
Almeida Jose B. Different algebras for one reality ..... 102
Valentine John Pieces of eight: algebra of a three -fold symmetry for fundamental physics ..... 111
Rauscher Elizabeth A. Relativistic physics in complex Minkowski space, nonlocality ether model and quantum physics ..... 116
Brewis Roger Decoupling the metric ..... 117
Brewis Roger A hydrodynamic interpretation ..... 118
Trell Erik Realization of elementary matter in self replicating regular solid rewrite ..... 119
Guy Bernard Time is the other name of space. A philosophical, a physical and a mathematical space-time ..... 145
Gladyshev Vladimir Time machine in space with dipole anisotropy ..... 149
Kracklauer A.F. Can clocks tell time? ..... 163
Petry Walter Expanding or Non-Expanding Universe ..... 164
Giese Albrecht Taking Relativity back from principles to physical processes ..... 177
Carroll John Measuring a one - way light speed ..... 178
Suntola Tuomo From local to global relativity ..... 186
Kallio-Tamminen Tarja The dynamic universe and the concept of reality ..... 213
Beichler James E. Relativity, the surge and the Third Scientific Revolution ..... 214
Beichler James E. The fundamental nature of Relativity ..... 227
Mathe Francis Another theory of gravitation ..... 243
Burde Georgy I. Conformal invariance and anisotropic propagation of light in Special Relativity ..... 255
Golovashkin A.I.,Izmaïlov G.N.,Ozolin V.V.,Tzhovrebov A.M.,Zherikhina L.N. The scheme of laboratory measurements of gravimagnetic effects with SHeQUID supplied by the rotation flux transformer ..... 256
Torres-Silva H. A new relativistic field theory of the electron ..... 265
Carroll John, Beals Joseph A relativistic wave - particle based on Maxwell's equations: part ii ..... 274
Kholmetskii A. L. Generalization of conception of measurement to space-time with arbitrary metrics and covariant ether theories ..... 277
Kholmetskii A. L., Yarman T., Missevitch O.V. Mössbauer experiments in rotating systems reanalyzed. ..... 287
Smirnov-Rueda R., Kholmetskii A.L., Missevitch O.V. Manifest nonlocality of bound electro-magnetic fields in near zone of radiating sources: experimental observations ..... 300
Spavieri G., Erazo J., Sanchez A., Gillies G. T. Momentum of electromagnetic fields and new tests of fundamental physics ..... 301
Bosi Leonardo, Cavalleri Giancarlo, Barbero Francesco, Bertazzi Gianfranco, Tonni Ernesto, Spavieri Gianfranco The origin of the famous, pure $1 / f$ noise review of stochastic electrodynamics, with and without spin. ..... 313
Bosi Leonardo, Cavalleri Giancarlo, Barbero Francesco, Bertazzi Gianfranco, Tonni Ernesto, Spavieri Gianfranco Review of Stochastic Electrodynamics, with and without spin ..... 319
Bosi Leonardo, Cavalleri Giancarlo, Barbero Francesco, Tonni Ernesto, Spavieri Gianfranco What is the phenomenon that keeps an in.nite memory for the uctuactions in the conduction current ..... 327
Szöcs H. L. Any Important Consequencies of the Classicall and Generalized Linear Transformations Between Inertial Systems ..... 333
Szöcs H. L. Submicroscopic black holes as magnetic monopoles and dyons in space time ..... 340
Nassikas A.A. The electro-magnetic space -time ether under the claim for minimum contradictions ..... 347
Yarman Tolga The spatial behavior of Coulomb and Newton forces, yet reigning between exclusively static charges, is the same must, drawn by the special theory of relativity. Part I: under the given circumstances, coulomb force is a fundamental law of nature insuring a unique matter architecture ..... 354
Yarman Tolga The spatial behavior of Coulomb and Newton forces, yet reigning between exclusively static charges, is the same must, drawn by the special theory of relativity. Part II: under the given circumstances, Newton force - just like Coulomb force - is a fundamental law of nature ..... 363
Carey Tony J.Which special relativity theory is correct - Einstein's or Lorentz's? ..... 369
Illert Christopher Nuclear Structure from Naive Meson Theory, part 1 ..... 374
Petrov A.N. Perturbations and conservation laws for them on arbitrary vacuum backgrounds in metric theories of gravity ..... 399
Hajra Sankar Twin Paradox of Special Relativity ..... 400
Székely László Relativity in Terms of Measurement and And Ether Lajos Jánosssy's Ether-Based Reformulation Of Relativity Theory ..... 406
Winterberg F. The Einstein myth and the crisis in modern physics ..... 429

# QUANTUM MECHANICS FOR THREE DIRAC EQUATIONS IN A CURVED SPACETIME 

Mayeul Arminjon ${ }^{1}$ and Frank Reifler ${ }^{2}$<br>${ }^{1}$ Laboratoire "Sols, Solides, Structures, Risques" (CNRS \& Universités de Grenoble), BP 53, F-38041 Grenoble cedex 9, France.<br>${ }^{2}$ Lockheed Martin Corporation, MS2 137-205, 199 Borton Landing Road, Moorestown, New Jersey 08057, USA.

We consider three versions of the Dirac equation in a curved spacetime: the standard (Dirac-Fock-Weyl or DFW) equation, and two alternative versions. Both of these alternative versions are based on the recently proposed tensor representation of the Dirac field (TRD), that considers the Dirac wave function as a spacetime vector and the set of the Dirac matrices as a third-order tensor [1-3]. These three equations differ also in the covariant derivative $D_{\mu}$. A common tool for the study is the Bargmann-Pauli hermitizing matrix $A$. Having the current conservation for any solution of the Dirac equation gives an equation to be satisfied by the fields ( $\gamma^{\mu}, A$ ), with $\gamma^{\mu}$ the Dirac matrices. This condition is always verified for DFW with its restricted choice for the field $\gamma^{\mu}$. It similarly restricts the choice of the field $\gamma^{\mu}$ for TRD. However, this restriction can be achieved. A positive definite scalar product is defined and a hermiticity condition for the Dirac Hamiltonian is derived for a general coordinate system with minor restrictions, in a general curved spacetime. For DFW, the hermiticity of the Dirac Hamiltonian is not preserved under all admissible changes of the fields ( $\gamma^{\mu}, \mathrm{A}$ ).

Keywords: Dirac-Fock-Wey spacetimel, Bargmann-Pauli hermitizing matrix, Dirac matrices, Dirac wave function, Dirac field.
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# CONTINUUM THEORY (CT): HISTORY OF ITS CONCEPTION, AND OUTLINES OF ITS MANY CURRENT RESULTS: AN INFORMAL ACCOUNT 

Miles F. Osmaston<br>The White Cottage, Sendmarsh, Ripley, Woking, Surrey GU23 6JT<br>miles@osmaston.demon.co.uk

APPENDICES
A. Logic of the G-E field as a persistent associate of gravitation.
B. Construction of the solar planetary system: a plethora of problems and a new scenario.
C. A Continuum Theory model for quasars.
D. G-E field and the dynamical evolution of galaxies.

## [To take the reader 'in at the deep end' you should first read the Appendix A]

This outlines the basis for my new recognition of the gravity-electric (G-E) field as a close associate of gravitation. This recognition represents the achievement of a hitherto unfulfilled desire, first expressed by Michael Faraday in March 1849, but subsequently by many others, to find a link between gravitation and the electromagnetic group of forces. Coincidentally, Faraday named his envisaged link 'gravelectricity' [James Hamilton 2002 A life of discovery: Michael Faraday, giant of the scientific revolution. New York, Random House. 465pp. See pp. 333-336].

Keywords: quasar, continuum theory, dynamical evolution of galaxies,G-E field, gravitation

PACS number: 95.30.Sf

## I. INTRODUCTORY SUMMARY

For more than a century, under the banner of Relativity, physicists, while acknowledging the existence of transverse electromagnetic (TEM) waves conforming precisely in behaviour to Maxwell's equations, have ignored or failed to satisfy the need to provide a physical implementation of the elastic aether upon which those equations hang. Yet the invoking of TEMwaves as perfect messengers between reference frames plays a central part in Relativity. The physical implementation of Maxwell's aether faces the apparently paradoxical requirement of providing elasticity in shear - a property normally found exclusively in solids. CT is an 'aether theory' whose starting points are:- (a) achieving a physical implementation of the aether specified by Maxwell's equations, and (b) a rejection of Relativity's particle-aether dichotomy, particles in CT being 'made' out of aether, possibly as vortical phenomena, as Maxwell imagined. So the Universe contains nothing else and the aether, as are the particles within it, is inherently in random motion. This motion results in propagation effects upon TEMwaves, a possibility specifically excluded by Relativity's use of them as perfect messengers and explicitly rejected by Einstein in 1920.

In Maxwell's equations the velocity $\boldsymbol{c}$ of TEM waves within the local aether is determined by its charge density, which in CT is modified by gravitational action, so it is not an absolute, but is locally determined to a minor degree. Construction of fundamental particles out of aether yields dramatic new insight upon how they are endowed with the mass property and hence upon the mechanism of mutual gravitation.

This insight endows CT with an essential and major bearing upon the construction and evolutionary dynamics of planetary systems and galaxies and marks it out distinctively from the trivial implications wrought by Relativity in these cases. This is to be seen as a vital aspect of the scientific promotion of CT which, in the many other matters hitherto claimed to be the exclusive domain of Relativity, appears to be indistinguishable in its properties. For this reason, such observations which purport to underpin acceptance of GR, also support CT equally, so are, of themselves, not persuasive for a choice between them.

Outststanding among the CT results to be outlined here are the following. The cosmic redshift is one of the propagation effects upon TEMwaves, so the Universe is not expanding, and the appearance that it is accelerating is due to the erroneous treatment of the redshift as a velocity, requiring it to be subject to application of the Relativistic Doppler formula. This removes the need for 'dark energy'; it abolishes the need for CDM to control expansion and the need for it is finally made negligible by the new insight on gravitational dynamics in galaxies and stellar clusters. This insight recognizes the presence, as a constant associate of gravitational force, of an electric field, the G-E field, which dominates the evolution of spiral galaxies, the formation of planetary systems and is responsible for the acceleration of cosmic rays, particularly from the surfaces of white dwarfs and neutron stars. Not only does this bring gravitation within the electromagnetic family, but it does so for the Strong Nuclear Force also.

If mass-bearing particles are rotational features in (and of) the aether, its random motion raises the expectation of ongoing particle creation and of the disintegration of those chance configurations that lack sufficient stability. The cosmogonical property of creating particles, and particle-antiparticle pairs in particular, out of aether, leads to a continuous-creation cosmology in which the mass of the Universe is still increasing, so is susceptible to current observation - far preferable to the hypothesis-ridden treatment of the BigBang. The cosmic microwave background (CMB) is no longer an exclusive attribute of the BigBang but is to be seen as radiation that results from the acceleration of electric charge associated with the random motion of the aether. Photons do not represent the right kind of aether motion to generate mass, so they possess energy but not mass; their deflection by gravity fields is due to the radial gradient of aether density associated with gravitation because Maxwell's equations specify that $\boldsymbol{c}$ varies with aether charge density, so it is not an absolute 'constant of physics'. Indeed, in a real aether-pervaded Universe, physical interactions, to a lesser or a major degree, must be inescapable, so it is doubtful if there is any justification for regarding any property as a 'constant of physics', except as a convenient approximation. Quantum mechanics only intrudes at the smallest of scales; this is precisely where the random motion of an allpervasive aether can combine with classical electrodynamics to provide a substitute. Mass-bearing particles require finite space in which to exist, so black holes which compress mass without limit cannot exist. The relativistic mass increase with relative velocity is a fiction arising from a failure to recognize a classical electrodynamics effect foreseen in 1889, namely that electromagnetic acceleration/deceleration becomes progressively less efficient as the terminal velocity for interaction is approached.

Overall, CT appears to offer much mathematical simplification and exciting illumination of many problems in physics, but introduces new areas of great interest.

## II. HISTORY

Having been an enthusiastic radio circuit designer and constructor, under the original tutelage of a radio ham friend, ever since the age of 12 (1937), I was firmly
under the impression that transverse electromagnetic waves (TEM waves hereinafter) are, as the Admiralty Handbook of Wireless Telegraphy, Vols I \& II (HMSO, 1938), plainly put it, propagated through and by 'the aether'.
Public school education and my subsequent degree in Engineering Science at Oxford did nothing to disabuse me of that view, Relativity not having the publicity in education that it has today.

Consequently, in the course of my first job (Vacuum Physics Division of Mullard Research Laboratories, Salfords, Redhill), where (1950) I took a close interest in the design and construction, in the adjacent laboratory, of the first(?) 4 MeV linear accelerator for AWRE (Atomic Weapons Research Establishment) at Harwell, I realized that the mode of acceleration involved an interaction between the EM field of the electrons and that of the apparatus-rooted propagating TEMwave front. It was then that I heard of the slight adjustment in the spacing of the cavities along the axis responsible for providing an increasing propagation rate for that wave which was desirable, even at this low energy, to allow for 'the relativistic mass increase' of the particles. I was immediately struck by the thought that the accelerating action of even a constant-mass particle would inevitably fall off in efficiency as the terminal velocity (c) for the interaction between fields was approached, just like my pushing of my neighbour's car when its engine begins to start. So I was immediately suspicious of the 'mass-increase' idea, but that, at the time, was not my business.

To make more use of my engineering I subsequently switched to aircraft companies involved in development of airborne weaponry. In 1958, while in charge of the design of an inertial platform-based astronavigation telescope and sky-search system for high altitude airborne use, we encountered a problem with the daylight sky brightness distribution, which was not as expected from Rayleigh scattering theory and became more marked the higher the flight altitude. So, with the help of R.L. Nelson, a mathematician colleague, we demonstrated that scattering by a particle-associated randomly moving aether would do the job nicely.

It was only then that I discovered from my boss, a former first class physicist from Imperial College, that Einstein had thrown out the aether and indeed, as I subsequently have learnt, concluded his 1920 Leiden address with the statement that, if there is an aether, 'the idea of motion may not be applied to it' (see The collected papers of Albert Einstein [http://pup.princeton.edu/catalogs/series/cpe.html](http://pup.princeton.edu/catalogs/series/cpe.html)). My boss, P.R.Wyke, who subsequently became Technical Director of Hawker Siddeley, was so excited at this evident and practically important contradiction of Relativity that in 1959 he got me board-level funding (in an aircraft manufacturer!) and librarian support to pursue this, and nothing else, for 9 months, until the project demanded my return to the job. This really got me started. My resulting 16-page report, in retrospect very superficial, entitled 'A medium theory of physical nature', was circulated to McCrae, Bondi, Hoyle and Finlay-Freundlich, but with little effect save that Hoyle was encouraging that I should clothe it with more mathematics. McCrae, indeed, sent it back unread.

Now convinced that I was really onto something, I wrote to Herbert Dingle (Prof at Imperial) in 1960 (but got no reply) to point out that, if the relativistic mass increase were indeed real, then the effect of the terminal velocity for the acceleration mechanism would perhaps double the effect: Was there any sign of this? I was unaware that he had lately done a volte face on GR by saying in the third(?) of his hitherto regular contributions on Relativity in Encyclopaedia Britanica that the clock paradox (of which more later) is 'absurd' and was for the rest of his life under intense ostracism from the
establishment for such wayward behaviour. See his 1972 book Science at the crossroads.

In 1965, fed up with repeated weapon cancellations and the need to change companies each time with no accumulated CV to present (secret work), I took a year off to invent and write up a form of plate tectonics - none then existed. Motivation to do this came from having studied the planets for additional use in our astronavigation system. This got me into Imperial's Geology Department, enabling me to switch careers into Earth and planetary science which I have assiduously pursued ever since, but with continuing work on CT in the background. Imagine my delight, therefore, when about 12 years ago these two apparently disparate lines of enquiry suddenly came together. I began to realize that CT, with little hope of acceptance in the light of establishment adherence to GR, has important things to say about forming our planetary system and, even more recently, those of other stars too. To this can now be added its major implications on the dynamical evolution of galaxies. So here at last was a platform of my own choosing for the 'launching' of CT; one upon which no fundamental and extraNewtonian physical consideration, apart from the second order titivations of GR, has ever been thought to have a major bearing. My involvment in the series of PIRT conferences dates from this time.

To sum up, CT was not wittingly conceived as an attack upon Relativity but rather as the route which I, and any other scientist concerned with rigorously interconnected and constrained phenomenology might have pursued 110 years ago, building upon the foundations so firmly laid by Newton, Faraday, William Thompson and Maxwell, among others, had today's observational database been available. Its comparatively very barren actual state at that time made it almost inevitable that a person like Einstein should respond to the pressures of Poincaré-Lorentz (et al) with mathematical flights of fancy, seen as rationalization, in which 'all the rest is detail', as he put it. On the contrary, however, it will emerge as we proceed that actually 'the devil is in the detail'. A notable example is that, having grasped the $\boldsymbol{E}=\boldsymbol{m} \boldsymbol{c}^{2}$ relation (it wasn't even his own invention but, according to the late Paul Marmet, had arisen some 20 years earlier - see [http://www.newtonphysics.on.ca/faq/gamma-mass-13.html](http://www.newtonphysics.on.ca/faq/gamma-mass-13.html)), he chose to make it universally applicable in both directions, without saying how. By contrast we will show how it can be true, but that this limits its applicability.
It appears that the event which really launched GR into the public consciousness, and therefore cast the die to a lasting atmosphere of scientific acceptance, was that which surrounded the attempt to measure the GR-predicted solar light deflection at the 1919 eclipse; not because that was achieved (which it was not until the Shapiro delay of pulsar pulses did so more than 50 years later) but because Eddington, as RAS President, gathered the press to an RAS meeting to 'announce a positive result' before the observations has been properly assessed.

A very remarkable, and thrilling, aspect of CT is that in certain cases (see below) its predictions are identical to those of GR, even it seems to the extent of formal identity, although (astonishingly) for radically different reasons. So in these cases the not infrequent publication of observations extolled as supporting GR are actually supporting CT to the same extent. The problem is that such an equal choice is no basis for a persuasive conversion to CT instead of GR. That is why the planetary system and galaxy morphological evolution aspects of CT, outlined here in Paras 5, 16, 26 and 28, but to be covered more fully elsewhere, are so uniquely important in that they bear fruitfully and in major degree upon these fundamental problems to which GR, by its nature, can make little or no contribution.
[Some of the CT results (use Appendix A as a starting point)]

# III. GROUP I. MASS, THE NATURE OF PARTICLES, NUCLEAR FORCES, GRAVITATION AND THE G-E FIELD 

III. A. Michelson-Morley

If fundamental particles are 'made out of aether' it follows that aether motion around and in between them is mostly what the particles have endowed it with and it is not systematically independent. So the Michelson-Morley result is, in principle, automatically satisfied. (but see Para 1a below)

## III. B. An irrotational aether?

The ultrahigh charge density of the aether (Appendix A) probably gives it a virtually irrotational property, because of being constrained by the ultrahigh magnetic field that would result from rotatating its charge around any centre. This, through the probable relationship between the aether, gravitation and inertia (see $\mathbf{1 4}$ below) offers a reason why the Foucault pendulum, gyroscopes and ring laser gyros all operate in a 'fixed stars'/sidereal directional reference frame. The first two use inertia but the last operates in TEMwave propagation space, yet they have this common property. In GR, although rotation is not explicitly dealt with, all reference frames are, by definition, relative, so an absolute directional one doesn't fit in. Reanalysis, by various people, of the MM results and of those more precisely obtained by Miller (1925-26), purporting to repeat the MM result, have shown the persistent presence of a small propagation inequality consistent with being due to the rotation of the Earth $(0.47 \mathrm{~km} / \mathrm{s}$ at the equator), but which had been discarded as 'error' by those seeking to anchor the MM basis of SR and GR. In fact it seems clear that radio waves which travel around the Earth do so in a sidereal (broadly irrotational) reference frame, not one that rotates with the Earth. Failure to appreciate this has led to the idea that the wave is propagated at different speeds in the two directions. The internationally accepted (and experimentally proven) correction rate for transmitted time signals ( $\pm 207.4 \mathrm{~ns}$ for a complete equatorial circuit of the Earth) is precisely that which is attributable to the longitudinal movement of the receiver point with the Earth's surface during the travel time of the wave. It has a positive or negative value according to the direction of propagation, so it cannot be a relativistic correction, as popularly claimed, because Relativity only produces second order effects, which are necessarily positive. Similarly, the Sagnac effect, which is the principle on which the ring laser gyro operates, has been shown experimentally to be in proportion to the path length (i.e. travel time) of the TEMwave around the circuit, not the area of it, as popularly reported in textbooks, although the former reduces to the latter if you do not alter the shape of the circuit.

## III. C. Relativistic mass-increase

Reasons for disbelieving the relativistic mass-increase were given in the foregoing 'History' section, but it is worth adding that this velocity-limited interaction also applies in the other direction, to the retardation of high velocity particles (e.g. cosmic rays), so they likewise seem to have increased masses because they penetrate further into the retarding field structure. This realization meant that, instead of the mass being a 'will o' the wisp' quantity depending on how fast I was going relative that particle, I could now regard the mass of a particle as being a fixed quantity for that particle, regardless of what it, or I, am doing. It was this that freed my thinking to contemplate the 'design' of particles to generate that mass. I was not aware until about eight years ago that the famous classical electrodynamicist Oliver Heaviside (1889. On the electromagnetic effect due to the motion of electrification through a dielectric. Phil.

Mag. XXVII: 324-339) had demonstrated the expectation of just such a weakening of the effect, although he generalized it by assuming a non-unity refractive index. There has been some later work on this but I have not had the opportunity to consult these. It seems clear that when the effect was first observed in accelerators, the discoverer (who was it? and when?) was over-eager to claim discovery of yet another of Einstein's predictions, instead of looking at the literature (or thinking for himself). This has meant that the idea of relativistic mass increase has beeen applied indiscriminately to other situations as if it was proven by the electromagnetic acceleration observations.

## III. D. Failures of $\boldsymbol{E}=\boldsymbol{m} \boldsymbol{c}^{2}$

If the fundamental property of mass is due to, and is measured by, the pumping action of a vortical phenomenon in the aether (Appendix A), a TEMwave is not the right kind of motion to generate the mass property. So in CT photons cannot have mass. Planck initially derived his black body distribution formula without resort to photons but Poincaré(?) jumped on the particulate alternative as suiting his line at the time, and Einstein followed, in cooperation with Planck. This is one of the two cases, in CT, in which the free interchangeability of mass and energy $\left(\boldsymbol{E}=\boldsymbol{m} \boldsymbol{c}^{2}\right)$ is not available. The other is for neutrinos, regarded in CT as pure rotational (no sucking) entities, or eddies, of aether motion, with no excess or deficiency of aether content, which thereby possess energy but this is not mass.

## III. E. Light deflection

The radial aether density gradient established by a gravitationally coherent assemblage is proportional to the gravitational potential at the point of interest. Maxwell's equations show that the velocity of light depends upon the charge density of the medium. Consequently the gravitational light deflection in CT is due to the slower value of $\boldsymbol{c}$ at the lower aether density nearer the Sun or any other gravitationally retained mass. This deflection seems to be formally identical to that of GR. The analogy with GR's 'distortion of space-time' is close.

## III. F. Forming the solar planetary system, and others

The widely accepted scenario for forming the solar system is the single contracting solar nebula (SCSN). Yet a series of notable individuals (Jeans 1919, Lyttleton, Gold, Woolfson) have stressed, but virtually unavailingly, that the dynamics of the solar planetary system (notably the tilt of the planetary plane relative to the solar equator and the relatively extremely high specific angular momentum of planetary material) demand that the material from which the planets were made had a dynamically different origin from that from which the Sun was formed. See Appendix B for a full list of the dynamical problems at issue. The few attempts to resolve the problem within the frame of dragging material from a passing star, as originally suggested by Jeans, have been unable to fit more than a fraction of the growing body of observational constraints and are in direct conflict with the observation that meteorites incorporate material from a wide range of stellar types. The new scenario which I have explored is superficially similar, in that the Sun, an unmixed star, formed and achieved thermonuclear ignition in one dust cloud and, at some later time, 'flew' into another. From this (as it moved through it) the protoplanetary material was progressively acquired, together with a corresponding 'contamination' of the Sun's composition above its tachocline at $\sim 0.71 \mathrm{R}_{\text {sun }}$; no more than $2.5 \%$ of $\mathrm{M}_{\text {sun }}$ resides there. This progressive acquisition removes canonical nebular collapse times from consideration. The crucial distinction, however, is that the acquisition and handling dynamics of this
second tranche of nebular material were dominated by the presence of my newlyrecognized gravity-electric (G-E) field as outlined in Appendix A. This caused the acquisition inflow to be quasi-polar, with a quasi-equatorial outflow. The inflow column pressure was high and essentially gravitational plus a small ram-effect component, because its dust prevented its ionization and resultant response to the repulsion of the GE field until very close to the Sun. The quasi-equatorial outflow, on the other hand, was assisted by a centrifugal component arising from its coupling to the solar sunspot-belt magnetic field. This coupling is why the Sun, with a rotation period of 26 days, is classified as a slow rotator, relative to many with periods of 5 days or less. I have been able to show that construction of the planetary system could not have been done, with its observed dynamical features, as listed in Appendix B, unless the protoplanetary material ('nebula') had been subject to this plasma-driven outwards push during their formation. Such a radial push on materials has the property of increasing the a.m. of the material in direct proportion to the increase in distance from the axis of the system. Although apparently not recognized, radiation pressure has the same property, but not the dependence upon ionization which endows the G-E field with its crucial dynamical behaviour in this case. By the same agency, individual planets were successively nucleated near to the Sun and pushed outward, a feature consistent with the close-in positions of many observed exoplanets, which would have evaporated had they been there long. Nucleation in such a position is made posssible by being screened from the star's radiation by the opacity of the dust-laden nebular material; we must be seeing them shortly after nebular departure, i.e. after emergence from their second cloud. That departure means that these particular bodies are no longer being pushed outward to join their earlier-nucleated brethren but are likely eventually to die an evaporative death in situ.

In the construction of the solar planetary system the action of the G-E field on the now-much-ionized outflow produced an aerodynamic drive upon larger material, in which the smaller moved out past the larger, thus providing feedstock for the protoplanetary nuclei to grow from, probably by tidal capture. Such a mode of growth preserved their observed prograde rotation senses acquired by gravitational nucleation/condensation near the Sun. In a Keplerian orbital system, based on the sole action of Newtonian gravitation, the vorticity is retrograde, but it is prograde in the close-in zone of solar magnetic coupling and for rather further out in a G-E fielddominated outward flow. The asteroids are unlikely to be a 'failed planet' but, together with the satellites of Mars and of the gas-giant planets appear to be representatives of that feedstock that were passing outwards at the time the Sun flew out of the second cloud and the outward wind virtually ceased. The planetless gap between Mars and Jupiter marks an earlier drop in the cloud density along the solar path, so the asteroids are the feedstock bodies that had no planet to capture them.

Important things happened during this final G-E field-driven expulsion of the nebular material. In SCSN the source of the abundant solar system water has long been a problem. Accordingly, from 1960-1979, A.E.Ringwood favoured that the iron cores of the terrestrial planets ( 3 of the 4 Galilean satellites of Jupiter are now known to have them too) were built by the 'subduction' of iron produced by the nebular reduction of FeO erupted at the protoplanet's surface, so the process was occurring during, and only during, the presence of the nebula. In that case the opacity of the nebular dust meant that solar radiation was excluded so the process would depend upon heating by accretion and radiogenic heating, not upon distance from the Sun. This explains the cores in the Galilean satellites. Ringwood argued - and this fits our new scenario well, with its nebula derived from a very cold (10-15K?) dust cloud - that a cool nebula (below 600 K )
would yield iron in oxidized form for the planets to grow from, not the reduced form provided by a hot nebula. But he was forced to abandon his idea in face of criticism that there was no way of getting rid of the abundant water-laden atmosphere that would result. [If all the iron in the Earth's core originated as FeO, over 400 ocean volumes of reaction water would be generated.] Recognition of the G-E field removes this problem. On emerging from the second cloud, the dusty nebular protoplanetary disk material would be progressively swept outward, exposing (for the first time) the water-laden envelopes of the terrestrial planets to solar heat and ionization, rendering theseresponsive to the G-E field. This swept the material outward, to be captured as the envelopes of the gas-giant planets, around their 8-18 Earth-mass silicate(?) 'core' masses. This has the further benefit of escaping the much-discussed problem of building all of the Jovian mass during the planetary accretion phase. The gaseous and volatile content of these planets offers a measure of the nebular density present in the protoplanetary disk just before final clear-out began. This yields a density some forty times that in the canonical SCSN, and is consistent with observations of volatile and isotopic ratios retention in chondrules.

## III. G. Solar wind

We infer that the present solar wind is a diminutive relic of that plasma flow and is primarily driven by the solar radial electric field (G-E field - Appendix A), enabling the ions to acquire the energy to ionize the corona to such high levels without it being in LTE. Strong magnetic fields are undoubtedly present but the assumption that they are primary to what is going on, without a secure theory of their primary origin should now be re-examined in the light of a primacy of electric currents driven by the G-E field. Charge separation is widespread, in the form of light-isotope enhancement, and is explicit in the high abundance of the negative H ion whose opacity forms the photospheric 'surface'. The temperature of the low chromosphere is too low to ionize hydrogen $(13.6 \mathrm{eV})$ so the extra electrons for this ion are those which were electrically separated in the chromosphere from the low-FIP ( $5-8 \mathrm{eV}$ ) ions that form most of the solar wind. CMEs appear to be due to the bursting of magnetic loops by the radial G-E field force upon the ions entrained and accumulated near the top of the loop. See also Para 6a (below).

## III. H. The solar neutrino deficiency and stellar evolution theory

Notwithstanding all the horn-blowing claiming that the Sudbury Project had resolved the problem of the roughly $50 \%$ deficiency of solar neutrinos, all that was actually achieved was to demonstrate that the neutrinos arriving at the Earth, including those that have passed through it, are not of the kinds predicted (but are mainly less energetic) from the Standard Solar Model of the kinds of reaction going on inside the Sun. The researchers' offered suggestion that the neutrinos have changed their 'colours' on the way from the Sun could only relate to time, rather than to path character, because passage through the Earth seems to have had little effect, although a small diurnal variation was indeed observed. In fact, although confined to a short sentence in the final published report, the numerical deficiency remains unsolved. Stellar evolution theory is based upon a balance (or imbalance, in the case of stellar explosions) between the overburden load represented by the outer layers and the internal pressure generated by the nuclear reactions inside. Since the interior material is wholly ionized the action of the G-E field upon it will provide a substantial additional overburden support force. This, in turn, means that the balance can be achieved with a much lower rate of nuclear burning, and the lower central temperature means that the dominant reactions will be
different too. Since, in CT (Para 21c), there was no BigBang and the age of the Universe is indeterminately long, the implication is acceptable that the true age of the Sun's interior may be up to twice what is currently supposed. On the same basis, the true age of every star in the Universe must be much older too, although by proportions that will vary with stellar class and mass. This greater age of the solar interior has a beneficial implication for our new scenario for forming the planets, in that a very much longer interval is available for the proto-Sun to find a second cloud to enter. The sparsity of suitable clouds is no longer a potential issue.

## III. I. Cosmic rays

Extrapolating the solar radial G-E field, with its observed production of 510 GeV solar cosmic rays (although only occasionally escaping through coronal holes in the muffling effect of the deep solar atmosphere), to what could be done by the far higher gravitational potentials at the surface of white dwarfs and of neutron stars suggests that this is the main mechanism of cosmic ray acceleration, with white dwarfs being responsible for energies up to the well-marked 'knee' in their abundance and neutron stars being responsible for those up to the observed limit of a few times $10^{19}$ eV . A corollary of this result is that ion flows (= electric currents) from relict patches of protonic material on the neutron star surface might be responsible for the pulsar phenomenon rather than the awkward oblique (magnetic field) rotator model. This might also explain the production of strange-shaped pulses. Just as in the particleaccelerator case, so also when cosmic ray particles are decelerated by entering the field structure of a recipient body, the interaction is velocity-limited, so they penetrate further and appear to have increased masses.

## III. J. Strong nuclear force

In CT the limited applicability of $\boldsymbol{E}=\boldsymbol{m} \boldsymbol{c}^{\mathbf{2}}$ (see Para 3 above) means that the term 'mass of a particle' can only mean its gravitational mass. So the mass of a particle or particle assemblage is measured by its external aether-pumping (Appendix A). Consequently a small assemblage, e.g. 3 quarks, is securely held together by the aether internal circuiting (which is the strong nuclear force) possible with a triangular arrangement and has an externally evident mass that is less than the sum of the 3 quarks. For the same reason 2 quarks, the essence of mesons, are less stable because aether circuiting is poorer. In Para 23, below, we refer to their evident susceptibility to the influence of aether random motion. (See also Para 8a below)

## III. K. The mechanism of electrical superconductivity

It is generally accepted that superconductivity is due to the pairing of conduction electrons, but the mechanism of that pairing is poorly understood. In Para 8 we suggested that the pairing of quarks to constitute mesons is attributable to antiparallel arrangement of the aether pumping flows, thus holding them together less efficiently with a weaker version of the strong nuclear force than when three quarks are present. Is the binding and pairing of electrons in superconductivity a similar phenomenon? This would have the effect of restricting the external aether-pumping flow of such a pair and, thereby, the electron-phonon interaction which is associated with resistivity. In this CT frame we might regard phonons as the influences residing in the currently terminological no-man's-land between gravity force and the strong nuclear force and exhibiting all the modulation associated with the thermal motions of their sources. This form of electron bonding would fit the sudden loss of superconductivity at a particular temperature. A potentially diagnostic indicator, if it were possible to observe it, would
be the expectation that, at the onset of superconductivity, there would be a sudden drop in the masses (i.e. their external aether-pumping flows) of the electrons involved. This might be added to our list (later) of envisaged experimental checks of CT.

## III. L. Nucleosynthesis

Because of its extreme charge density the energy content of aether motion is huge. The energy release and the mass reduction during nucleosynthesis may be due to the resulting simplification and internal confinement of some of the aether motion.

## III. M. Effect of ionization on aether motion

Because the aether is made of electric charge, the motions of charged particles have an enormously greater effect upon the aether around them than if they were neutral. This is measured by the ratio of electric to gravitational force between identical particles, a matter of 36 to 42 orders of magnitude.

## III. N. Perihelion advance

Since gravitational interaction (Appendix A) is a communicated process, which induces a physical response in both participants, treatment by a field theory is inappropriate. Communication is not by transverse waves but by density gradient, or longitudinal waves, so the velocity of communication is not the same. This appears to validate the theory of perihelion advance developed by Paul Gerber in 1898, but never acknowledged by Einstein when deriving or adopting the same formula for GR. In simple qualitative terms this advance can be understood as a communication responsetime phenomenon; on the receding leg of the orbit the gravitional pull 'received' by Mercury from the Sun is out of date, so corresponds to its slightly earlier position and is stronger than the equilibrium value at that point. The reverse applies on the approaching leg. These actions advance the longitude of the orbit's axis.

## III. O. Particle design

The idea that what aether motion is going on, dynamically, inside a massbearing fundamental particle determines its nature raises the prospect of 'designing' that motion, in every case, to provide the masses and properties of all the particles in SU5, or whatever, but the table will need careful scrutiny to avoid mass interpretations that are purely based upon energy. In that the aether is envisaged as being an inherently massless superfluid means that such 'design' would be constrained not by considerations of its inertia, centrifugal force, or viscosity, but by its charge-laden character.

## III. P. Particle construction, not 'finding'

Conversely, since particles are made out of aether, we have the prospect that in high-energy accelerators we are actually constructing the particles we think were there already, this being an application of $\boldsymbol{E}=\boldsymbol{m} \boldsymbol{c}^{\boldsymbol{2}}$ that is valid in CT. I have little doubt on this basis that the Higgs boson, and perhaps even more massive constructs of aether motion, will eventually be 'made', but it may tell us little about what Nature can do on her own. For this reason, the lifetimes of such constructs may be expected to be increasingly brief.

## III. Q. Black holes?

Since particles are rotational entities they need a finite space in which to exist. The finite size of electrons determined by scattering experiments with LEP at CERN
(pers comms from George Kalmus, incorporated into Appendix A) demonstrates this. Consequently black holes that compress mass without limit but do not eliminate the mass property are impossible. The mass would be annihilated, with huge energy release (GRBs?), long before that.

## III. R. Quasars

Although the origin of inertia is still one of the outstanding problems of physics, searches for formulations based upon Mach's Principle are still in favour and are encouraged by CT's communication-based mode of gravitational interaction. What has never been appreciated is that in this case inertia must be velocity-dependent; the velocity, that is to say, with respect to the 'rest of the Universe' that is conferring its inertia. Consider the contraction of a rotating body. Material at the surface moves inward only slowly, so experiences the full gravitational pull of the interior. But it is moving fast with respect to the Universe outside, so it experiences a centrifugal force (inertia) that is velocity-limited to some function of $\boldsymbol{c}$.

Superluminal peripheral/tangential velocities thereby become possible and the radiation from such material will exhibit major A-R redshift (Para 18a, below), the CT equivalent of SR's 'transverse Doppler effect', which in CT is simply due to the hypotenuse of the velocity triangle being longer. On this basis I have developed a rather successful quasar model (Appendix C) in which a substantial proportion (up to z $=5$ ) of the redshift is thereby potentially intrinsic and not a measure of distance. This copes with the awkward redshift differences within obvious spatial groups raised by the Burbidges, and previously by Arp. One of the nice features of the model is that successively outward shells of material, with lower peripheral velocities, will provide the Ly Alpha forest of absorption lines at successively lower redshifts - nothing to do with intervening clouds in the cosmos and therefore not a measure of its temperature (see later for the importance). The model explains nicely why the receivable luminosity of quasars falls off rapidly at high redshift, a phenomenon that was formerly thought might signify a real decrease in their abundance. Increased sensitivity has now yielded examples well beyond $\mathrm{z}=6$, but much care will be required to determine how much of this is intrinsic (A-R redshift, see Para 18a) and how much is cosmic (Para 21c).

## III. S. Galaxies: the dynamical-morphological evolution of spirals

A firmly established and much-discussed feature of the internal dynamics of spirals is that the tangential velocity profile, after a rise outwards in the central bulge region, then remains almost flat out to the limits of visibility. In our own galaxy, for example, it has long been known (see C.W.Allen, 1956 Astrophysical Quantities) that the velocity rises as far as 4 kPc from the centre but remains at $210-225 \mathrm{~km} / \mathrm{s}$ between there and the solar distance, 8.2 kpc . For a centrally condensed mass, Newtonian gravitation, as set out in Kepler's laws, which incorporate conservation of angular momentum and is seen in the solar planetary system, the tangential velocity decreases outwards. Accordingly, under Newtonian gravitation with or without GR, this constancy can only be explained by the presence of large amounts of mass beyond that outer limit and has given rise to the hypothesis that this is Cold Dark Matter (CDM), see Para 26. In either case, such a velocity pattern will automatically result in a spiral structure, in that the angular velocity decreases with distance from the centre, so the outer parts lag progressively w.r.t. the inner, but more strongly in the Keplerian case. It seems to have escaped discussion, however, that, even within the luminous part, a flat velocity pattern raises an angular momentum problem very like that encountered in the solar planetary system (Para 5), namely that the specific angular momentum of the
material increases outwards, inconsistent with a.m. conservation in a centrally condensing assemblage, such as has been the supposed nature of galaxies. In the case of the CDM hypothesis, the source of its huge inferrable a.m. would appear to present an insoluble problem.

Recognition of the G-E field, and that the bulk of galactic materials are in an ionized condition, so are responsive to it, revolutionizes this picture. The flat part of the tangential velocity profile is precisely what is to be expected if the material is under the dominant influence, not of purely Newtonian gravitation, but of the purely radial push by the G-E field. In turn, just as in the solar planetary case, this means that the outward flow has to be fed from the centre as an axial infall. We can rule out that the outflow is derived from the central mass because there is no sign that the evolutionary course of galaxies runs in the direction of depleting a previously concentrated mass. In the galaxy case, the source of the infall material has to depend upon the cosmogonicalcreative phenomenon implied by being able to make mass-bearing particles from the randomly moving aether, as illustrated in its simplest form (creation of electron-positron pairs) in Appendix A. This creation will be especially abundant in the high-energy environment of galaxy clusters. The presence of this real mass has been detected by gravitational lensing and assumed to be another 'proof' of CDM, but in our scenario it is not systematically orbiting so it has no dynamical relevance to the tangential velocity profiles of galaxies. We return to this aspect in Para 28.

The outflow pattern means that major amounts of 'spent' material are expected to have been driven outside the limits of visibility. To the extent that this 'spent' material is cool, non-ionized dust the outward force upon it must depend on its aerodynamic entrainment with outward-moving ionic material. So it will stop at a radius where the outward aerodynamic force is just in balance with the inward gravity force. Galaxies seen exactly edge-on show the presence, at the outer edge, of an opaque or dark shadow as dust that is evidently too low in density for star formation, in the dispersive presence of the outflow 'wind'.

This radial filtering effect is nicely seen in the structure of spiral arms. The two main arms are ubiquitously defined by the presence of dust lanes lining their inner side, with hot, star-forming regions outside this within the main body of the arm. This shows that the arms themselves are being pushed outward, partly aerodynamically, by the galactic wind, i.e. they are unwrapping, contrary to popular supposition. A geometrical consequence of the tangential velocity being constant but the arm still covering the same angular arc is that the arm is being stretched longitudinally. This interrupts their (gravitational) longitudinal coherence, seen as transverse lower-temperature ruptures. Popularly these ruptures have been referred to as dust lanes, but colour images show that they differ importantly from the dust lanes that line the arms. The latter are very red, a feature of the emissivity of dust, whereas the cross-arm 'lanes' show no such colouration, confirming their rupture character. Further confirmation of this outwards drive is that, outboard of each such rupture, it is common (e.g. Appendix D(1)) to see an outward-directed 'whisker' or tongue of luminous, therefore ionized, material clearly the effect of the radial G-E field. These tongues wrap around in the inter-arm spaces as the result of their unchanged tangential velocity as the radius from the centre increases. It is clear from Appendix D(1) that these processes, filling the inter-arm spaces and coalescing, will readily lead to multi-arm-type spirals. Where such arms become substantial enough by flow through gaps in the main arms, dust lanes will accumulate along their insides, just as when there are only two. Nevertheless, in a majority of spirals only two dust lanes can be traced into the nuclear region, which suggests the primacy of the two-arm arrangement, perhaps as a pair of oppositely-
directed G-E-driven flows from the nuclear bulge and not as a wave phenomenon, although the possible cause of such flows is currently obscure. It may be that uniformly divergent flow in a disk is unstable and that it will tend automatically to concentrate into two diametrally opposed ones. We conclude that our recognition of the G-E field offers an unparalleled illumination of the dynamical morphology of spiral galaxies. This, in turn, strongly secures the validity of that recognition, as set out in Appendix A.

## III. T. Galaxies; the morphological transformation of spirals into barred galaxies and thence into triaxial ellipticals

This discussion relies on the above demonstration that axial or quasi-axial infall is a prime feature of spiral galaxy evolutionary dynamics. The argument (see Appendix $\mathbf{D}(\mathbf{2})$ ) is that when other galaxies are in the vicinity, as in a cluster, the infall streams will be deflected by their gravity and may not be oppositely-directed at the recipent galaxy. This will endow the opposed streams with a couple-generating capability, producing a bar whose axis does not rotate with the spiral but is fixed in relation to the constraints of neighbouring galaxies; consequently the spiral arms rotate past the ends of the bar and their dust lanes, insentive to the G-E field, are drawn gravitationally into the ends of the bar when involvement with the bar removes its a.m. with respect to the spiral's axis. In several cases it is clear that the dust from the lanes which line the inner sides of the arms is bled off and forms a dust-defined pair of centre-directed flow lanes (Appendix D(2)). The straightness of these lanes would be hard to reconcile with rotation of the bar's axis about the axis of the arm structure. On the other hand there is evidence that the convergence of these lane flows sometimes sets up a rotation within the very core of the galaxy at the centre point of the bar. Observations that have purported to detect rotation of the bar's axis, on the basis of the Weinberg-Tremaine proposal for determining the 'pattern speed', have in fact observed that of the spiral arms, on the insecure assumption that these are parts of a single dynamical structure. We need observations of the bar itself.

When the infall streams cease, for any of a number of reasons, the bar will collapse axially under gravity, with the rotation about its own axis building the central bulge into a triaxial elliptical.

The foregoing discussion is further set in context by the important paper of Sheth et al (Sheth, K. \& 15 others, 2008, Ap.J. 675, 1141-1155). They report that, in a sample of 2157 galaxies, the fraction of barred spirals increases greatly with decreasing redshift, from $\sim 20 \%$ to $\sim 65 \%$ in the range $0.84>\boldsymbol{Z}>0.2$, a feature to which the lowmass, blue (and therefore younger) spirals make the main contribution. Taken in combination with the observation that the abundance of irregulars in the galaxy population also seems to be much greater in the nearer/younger part of the Universe, this finding supports our proposal (Appendix D(2)) that the deflection of infall streams to form bars is due to the creational build-up of a sufficient abundance of other galactic masses in the near neighbourhood.

## 16b. Initiation of galaxies

From what has been said above it seems that polar infall flows have the power to systematise the structure of an Irregular galaxy, such as that currently displayed by the Large and Small Magellanic Clouds - our nearest neighbours. On the temperatureenhanced continuous creation cosmology outlined in Para 28, the environs of a cluster of galaxies increases the amount of cosmologically young material available for infall. So far so good, but what about the assembly of the masses within the Irregular in the first place? In the absence of cosmic expansion (Para 21c) there is no high-density
stage at which the Jeans-mass criterion could be applied to define 'an epoch of galaxy formation'. So we must look for far smaller building blocks by appealing to the local enhancement of creation wherever the temperature is above the surrounding norm. The great age of some globular star clusters may bring them into this category. The huge star-burst H II region, 30 Doradus, in the LMC may represent a next stage along this route. In essence the route is one in which mass concentration by the local enhancement of particle creation plays the dominamt part, rather than drawing already-existing material together gravitationally.

## IV. GROUP II RESULTS RELATING TO TEMWAVE PROPAGATION BY AND IN THE PRESENCE OF THE AETHER

## IV. A. Lorentz transformations invalid in CT

Einstein's rejection of an aether was fundamental to his adoption of TEMwaves as perfect messengers between frames; any propagation effects would have spoiled that. His insistence from Poincaré that no object's velocity could exceed $\boldsymbol{c}$ relative to an observer meant that the composition of velocities - velocity of the propagating medium being one of them - was unacceptable because it could produce a resultant greater than c. However, a little known, and even less cited, paper by Ives and Stillwell (Ives, H. E. \& Stillwell, G. R. 1941, Interference phenomena with a moving medium. J. Opt. Soc. Amer. 31, 14-24 - not the commonly cited one they published 9 months later) demonstrated both theoretically and experimentally, using gravity waves on mercury, that all three Lorentz transformations are entirely the product of denying the composition of velocities. In other words, if you accept an aether as the propagating medium (as we do in CT), those transformations, the happy hunting ground of so much mathematical fiddling, can be forgotten. That result is surely why it has been ignored.

## IV. B. Stellar aberration

The up to $\sim 20.5$ arcsec correction to stellar apparent positions made necessary by the Earth's orbital velocity transverse to the sightline ought, if relative velocity of source and observer were the only matters at issue, as Relativity maintains, to exhibit major modification when observing a binary with a transverse velocity often well over $30 \mathrm{~km} / \mathrm{s}$. But they don't show any that has been reported, an awkward fact that rarely appears in textbooks. A notable example relates to the observation, based upon their proper motions, of stars possessing velocities of many hundred $\mathrm{km} / \mathrm{s}$ around the supposed black hole at the galactic centre in Centaurus A. If an aberration correction had been applied this directional relationship would have virtually disappeared. If there is an aether, however, and the transverse velocity of the binary component is with respect to the 'local' aether of the interstellar medium, it is demonstrable graphically (Osmaston 2000, cited in Appendix A) that the resultant contribution to aberration is reduced in the ratio of the sightline distances between the binary and local aether and that between the latter and the observer. It appears that no general solution to this problem has ever been offered before, so is barely ever discussed.

## IV. C. Abberration-related redshift - A-R redshift

Because aberration produces a velocity triangle whose hypotenuse is greater than $\boldsymbol{c}$ there is a related redshift. In the case of the Earth's orbital velocity this is extremely small, to the point of being unobservable. In the binary and related cases, mentioned above, the A-R redshift should still be present in the light even though, for the above-mentioned geometrical reasons, the aberration itself is unobservably small.

Similarly, in the case of the new Quasar model (Para 15 and Appendix C), in which highly superluminal transverse velocities are possible, the A-R redshift can become very large and may become the main constituent of its redshift.

## IV. D. Effects of aether random motion

The association of particles with the aether around them - no sharp boundary is likely or envisaged - means that the aether through which TEMwaves are propagated is in random motion, because the particles are and they form part of the propagation path (albeit a small proportion). Spatial smoothing will mean that the amplitude of the aether motion is at a low level compared with that of individual particles. Nevertheless, this introduces four major effects, 3 being propagation effects which integrate with distance travelled and one being TEMwave-generative. Also, since aether is all-pervasive, the possibility of its random motion reaching atomic nuclei and disturbing their decay rates, generally thought to be immutable, needs to be considered. This pervasiveness means that nothing can be in a completely motionless state and seems likely to be the mechanism of 'zero-point energy'. The essential feature of quantum mechanical treatments, the need for which intrudes when considering phenomena at very small scales, is the statistical overlay that it brings, so it has become widely recognized that in many cases the achievement can alternatively be regarded as a classical one with the addition of 'the random energy of the absolute vacuum'. If we substitute 'random motion of the aether' for the latter expression, we may have an explanation of the need for quantum mechanics, and therefore of the entire concept that TEMwaves travel as packaged entities. In the case, for example, of the photo-emission of electrons, recognition that the aether motion causes the emitter atoms to be already in a randomly energized state means that actual emission of an electron does not require the input of a whole quantum of energy at that particular point, but only enough to tip the balance statistically.

The 3 propagation effects are scattering, redshift and line broadening.
They are dealt with individually next.

## IV. E. Scattering

In the 'History' part of this document it is recorded that the original motivation for my CT line of thinking in 1959 was the presence of an unexpected scattering phenomenon in the high flight-altitude daylight sky. In the context of our astronavigation project the presence of sky brightness gradients was an important constraint upon finding and locking onto the chosen navigation star within a prescribed time. In essence the phenomenon was the presence, measured by high-flying observations in USA nearly a decade earlier, of an area of enhanced brightness centred upon the antisolar point and seen increasingly as the solar altitude went below $40^{\circ}$. The enhancement became more marked at higher flight altitude, as the general sky brightness diminished, showing that it was not due to specular reflection from Earthrelated dust. This suggested a correspondence with the night-time phenomenon known as the Gegenschein. The explanation we reached was based upon the idea of an aether in random motion related to the particles through which the sunlight had passed, as follows. The brightness at any point could then be described as the quotient of two functions, A and B. A would be a probability function to define the likelihood of sunlight being so deflected as to reach the observer from a direction $Q$ away from the Sun line. B would define the area of an elemental circum-solar annulus, subtending $2 Q$ at the observer, this being the area from which the light so deflected would reach him. Whereas A decreases progressively with increasing $Q$, B rises as far as 90 degrees, then
decreases to zero at 180 degrees, at which point all probabilities of arrival from there are concentrated, thus overtaking the attenuation wrought by function A and creating the antisolar enhancement. Much subsequent work on the gegenschein supports a similar origin, although most workers, lacking the CT explanation, continue to equate it to an offshoot from the zodiacal light, which is indeed due to solid interplanetary particles near the planetary plane. From the ground the gegenschein shows no sign of an Earth shadow. The gegenschein, although very faint, exhibits the solar spectrum without detectable alteration, suggesting that the phenomenon is independent of wavelength, as the CT hypothesis implies. It was observed by the Pioneer 10 spacecraft, both at 1.011 AU (but at $9.2 \times 10^{6} \mathrm{~km}$ from Earth, so is not dependent upon the Earth's presence) and from there out to 1.86 AU , and had the same rate of decrease in brightness from the antisolar point as when seen from the ground (Weinberg \& Sparrow, 1978, in Cosmic Dust, ed. JAM McDonnell, Wiley). The fact that the antisolar point brightening was significant to us for star search in the high-flight-altitude daylight sky leaves no doubt that the brightness far exceeded that of the night-sky gegenschein. This difference is in principle clearly consistent, on a CT scattering basis, with the enhanced scattering to be expected of the Earth's atmosphere, both because of its higher temperature (Maxwellian particle velocities) and higher density (greater number of scattering actions per unit path-length.

## IV. F. Redshift

This is a huge topic so it is dealt with in subsections below. The starting point is that the aether motions transverse to the line of sight displace parts of the wave-train sideways, and in different directions, thus always stretching the wave along a hypotenuse and generating a redshift (there is no possibility that a sideways displacement could do the opposite) which is easily demonstrable to be proportional to the number and magnitude of those displacements, per unit path length. If it be argued that truly transverse displacement of a wave front cannot rotate its direction of propagation another, but theoretically less direct, option is available; the random aether motion inevitably implies the presence of transverse gradients of aether density and these (see Para 4 above) will deflect the propagation by the same mechanism as for the gravitational light deflection. In either case this is a redshift that grows in proportion to path length (i.e. the number of repetitions), but the constant of proportionality will vary with the (gas particle-tied) aether motion conditions along that path. The particle density alters the number of effectively distinct displacements per unit path length and the r.m.s. Maxwellian particle velocity the size of them, but spatial averaging is expected greatly to dilute the effect that one might attribute to individual particle motions. Nevertheless, this dependence makes the effect much more susceptible to observational proof (or otherwise). An important property of this redshifting process is that it does not alter the propagation time because the effective velocity along the hypotenuse is a composed velocity that is greater than $\boldsymbol{c}$. Consequently the Shapiro pulse delays do not detect it (see Para 21d below).

## IV. G. The solar redshift

It is widely claimed that the solar spectrum exhibits the predicted GR gravitational redshift but this does not withstand closer inspection. Finlay-Freundlich (1930) observed, and others have confirmed, that the redshift of absorption lines along various radii from the centre of the disc varies from appreciably below the GR prediction to about 1.5 times its value as the limb is approached. He offered a redshifting process similar in principle to, but much coarser than, the one offered here,
based on the longer chromospheric path length as the exit zenith angle increases at the limb. Crucially, precise observations in the post-World War II period, notably by M.G.Adam, showed that at the centre of the disc the redshift differed considerably between lines, depending upon the depth of the reversing level, and that the centroid of the wings (representing that stage) was redshifted relative to that of the main body of the line. Both of these observations show that the rate of redshift change with depth is far steeper than the change of gravitational potential upon which the GR theory depends. We argued already (see Para 3 above) that TEMwaves could possess no mass; this result confirms that gravitational force is not what causes the solar redshift. Interestingly, some observation suggests that the limb redshift continues to rise beyond the limb; this may be due to a refraction effect that enables one to see a little way round the back of the limb, but I haven't done any sums on this.

## IV. H. Stellar intrinsic redshifts

In continuation of Para 21a we note first that, seen from a distance, the solar redshift would indeed appear to support GR. In fact, the much-vaunted observation that the redshift of the white dwarf Sirius B matches the GR value for its mass, turns out to be almost unique among WDs; most have mass-redshift relationships that differ in either direction from the GR prediction. Such variability of redshift is to be expected in CT, in view of the conflicting influences of their very thin atmospheres and very high temperatures. In the pre-WW II period a wealth of redshifts were noted which, for example, if regarded as Doppler, would imply systematic relative recession of the O-B stars in a long-lived cluster. A more direct example of this effect is that in WR-B binaries the WR star characteristically exhibits an apparent recession of $>100 \mathrm{~km} / \mathrm{s}$ relative to the centroid of the system.

## IV. I. Cosmic redshift and the Big Bang

In 1968 a paper in Science (Sadeh, D., Knowles, S. \& Au, B. 1968 The effect of mass on frequency. Science 161, 567-569) reported redshift observations by the US Naval Laboratory using transmissions from stationary sets of intercompared caesium clocks over ground-level paths up to 1500 km , indicating an approximately linear increase with distance. In 1969 my direct extrapolation of this result from atmospheric to supposedly extragalactic conditions $\left(10^{29} \mathrm{~g} / \mathrm{cm}^{3} ; 2.75 \mathrm{~K}\right)$ yielded a Hubble parameter of $59 \mathrm{~km} / \mathrm{s} / \mathrm{Mpc}$ ! However, the density that I used was the then supposed mean throughout the Universe (on Relativistic expanding (Einstein-de Sitter) Universe cosmology grounds, not observation) whereas the applicable density should be that of the vast intergalactic voids that form a major part of any path. Neverthless, for reasons given in Para 10, above, even a quite moderately greater ionization in space would enable the Hubble parameter to be matched for up to $>8$ orders lower density than I assumed. I therefore infer that the Universe is not expanding, there was no BigBang and the age of the Universe is indeterminate. The light element genesis problem is then (I hope) coped with both by the much longer timescale for production in stars and by ongoing production in the quasar model of Para 15 above. Recent statements that the 'expansion' rate is increasing are entirely due to application of the relativistic Doppler formula to the observations, which has the effect of scaling down the higher redshift-inferred velocities, to prevent them ever reaching the Relativity-limited value $\boldsymbol{c}$ relative to the observer. In velocity terms, a redshift $\boldsymbol{z}=\mathrm{d} 1 / 1=1$, is a doubling of the wavelength and would already imply recession at exactly the speed of light, so the relativistic correction wrought by the Doppler formula would be appropriate. This is invalid if the redshift is not a velocity; the actual redshift increase with apparent
distance is closely linear, as predicted by CT for the crude assumption of constant physical conditions along the path. The Sadeh et al experiments should be repeated with more awareness of the matter at issue. The redshifting rate appears to be only about $10^{-}$ ${ }^{13}$ of what the particle motions themselves, and their spacing, might lead one to expect; so is a measure of the spatial averaging/smoothing that was involved under the applicable path conditions.

## What becomes of the 'lost ticks? Linearity of the redshift-distance relation

In the case of ordinary Doppler redshift, fewer waves per unit time reach the observer because an increasing number are 'paving' the lengthening transmission path. When there is no relative motion of source and observer, as in the CT redshift case proposed here, how can fewer waves/unit time reach him? I discussed this in my main (2008) paper cited in Appendix A, but can now elaborate a little. In that case I concluded that because the TEMwaves are continually reconstituted by the aether motion they have generated, the energy of the lost waves is funnelled into the scattered waves, thus increasing the attenuation with distance over and above that of the inverse square rule.

On the other hand our redshifting process is a proportional incremental one, so the actual build-up of redshift with distance travelled must be exponential and we infer that the corresponding attenuation which results also increases exponentially.

The combined effect upon the redshift-distance relation is crucial. Let us consider the particular ratio of an observed redshift to the distance of the object (e.g. as determined by the supernova 'standard candle' method). Not knowing of the exponential redshift growth in CT, we will have inferred a Hubble 'constant' that is higher than that for lesser distances. Similarly, not knowing about the CT attenuation due to scattering, which will likewise build up exponentially with distance, since it is a corollary of the redshift mechanism, we will have inferred a distance that is bigger that it actually is. It follows that since redshift buildup and attenuation build-up proceed in step, the exponential behaviours are not seen and we should perceive a linear relation of redshift to apparent distance, as is observed.

But it does mean that at high redshift we have considerably over-estimated the true distance, but that the magnitude determinations are OK.

## IV. J. Pioneer 6

Superimposed upon a readily eliminated unidirectional drift rate throughout, its carrier wave exhibited progressive redshift during approach to inferior conjunction and blueshift during its recession from it. This rose to a Doppler-equivalent of $11 \mathrm{~m} / \mathrm{s}$ for a reception path passing at 3 solar radii from the centre. We suspect it to be due to redshift within the corona and would increase further if reception were possible for paths passing even closer to the Sun. It compares with the GR (gravitational) prediction of $636 \mathrm{~m} / \mathrm{s}$ and about $800 \mathrm{~m} / \mathrm{s}$ Doppler-equivalent observed at the solar limb. It is about 200 times the Shapiro pulsar pulse delay associated with the solar light deflection, so has been regarded as erroneous. But the pulse delay actually measures the increase in transmission time, whereas we show in Para 21 above that the CT redshifting does not alter the transmission time. There is therefore no conflict between the two measurements. They are not measuring the same thing. The experiment should be repeated in confirmation. If it does so this would be strong support for CT.

## IV. K. Broadening of spectral lines

This is due to the longitudinal component of random aether motions along the transmission path and is an inescapable accompaniment of the redshift, the difference being that this is a symmetrical random effect and the linear increase with path length is of the variance, so the line width grows as the square root of the path length whereas the redshift grows linearly. This means that at large redshifts the redshift outstrips the broadening effect so the broadening has received less comment. In the CT model for quasars, however, (see Appendix C and Para 15 above) the great breadth of the main Ly Alpha line is due to rotational broadening (emission from both approaching and receding limbs).

Another consequence of this line broadening is that it will supply the increased opacity inside stars for which stellar evolution studies are busily seeking at the present time.

Almost certainly a further example of such broadening was the reason why, in the 1950s, two UK developments (ZETA and SCEPTRE III) aimed at nuclear fusion were thought on line-width grounds to have attained a 5 MK temperature and this fact was loudly trumpeted in the journal Nature, only for it subsequently to be admitted on multiple evidence, including the non-isotropy of the neutron emission, that this was incorrect, only $\sim 250 \mathrm{kK}$ having been achieved.

Another aspect of this phenomenon is that stellar line widths that are too wide for the observed colour temperature of the star, as is very commonly the case, are customarily attributed to stellar rotation of its atmosphere. But, as Struve noted more than 55 years ago, there would on this basis have to be a sudden drop in rotation as the star evolves from F4 to F6, raising the question of how all that angular momentum has been removed. At the other end of stellar evolution (Wolf-Rayet stars) there seems to be a similar disparity. $\mathrm{W}(\mathrm{He})$ stars are regarded as ordinary $\mathrm{W}(\mathrm{N}$ or C$)$ stars that have expelled all their more easily ionized gas, so have much thinner atmospheres but much the same temperatures. (He has the highest FIP known - 24.6 eV ) However they do not exhibit the very marked line broadening which characterizes their brethren and it is unlikely that the effective diameter of the star could have been sufficiently reduced by the atmospheric loss to explain the difference in rotation terms. Clearly the proper interpretation of this sort of excess line broadening is that it is due to passage through deep hot atmospheres and not mainly to rotation.

The fact that in CT the broadening and the redshift are co-ordinated parts of a single process strengthens the CT interpretation when both features are present, as is very commonly the case astronomically.

## IV. L. 'Line broadening' and measurements of the velocity of light

To 1950, the many measurements of $\boldsymbol{c}$, beginning with Michelson and latterly using the Kerr cell as a shutter (but over much shorter - within-lab - distances), had obtained results mostly in the $299,770-776 \mathrm{~km} / \mathrm{s}$ range. All these determinations had, for well-known reasons of sensitivity, used the pulse extinction method, so that the timing of the shutter just excluded the tail of the returning light pulse. Then came Essen, L., 1950, (Velocity of light and of radio waves: Nature, v. 165, p. 582-583) using the superposing of a complete microwave to determine the transit time, obtaining a precise value close to $792 \mathrm{~km} / \mathrm{s}$ in the last 3 digits (the accepted figure now rests at $792.45 \mathrm{~km} / \mathrm{s}$ ). I am not aware that the physics underlying this substantial jump in result, well outside the RMS scatter of most previous ones, has ever been discussed. A likely cause, which full-wave superposition would have almost eliminated, is that the trailing edge of the pulse had been spread during transmission. There are two potential sources of such a
spread: (a) Random variation of refractive index along the path during the travel time; (b) Random aether motion along the path during the pulse travel time. It is likely that the Kerr cell observations effectively eliminated (a), but they still yielded the lowvelocity result. We suggest that serious consideration be given to (b).

## IV. M. TEMwave generation by a randomly moving aether - the CMB

Any random motion inevitably involves accelerations and an acceleration of electric charge generates TEMwaves. We suggest, now that in CT the BigBang is unavailable to explain it (21c above), that this is the cause of the Cosmic Microwave Background (CMB) and, for this reason, its 2.73 K temperature is a true indication of extragalactic cosmic temperature. This makes the above-mentioned restriction of quasar-related $10^{4} \mathrm{~K}$ 'clouds' to their immediate vicinity very important. Interestingly, the temperature of the CMB in the direction of the centre of the Virgo cluster, our nearest, has been found to be slightly higher than in other directions. This has been interpreted as indicating that we are approaching it, but we see it here as really indicating a higher aether motion temperature in that vicinity, as one might well expect. Similarly, the spatially biggest void of all has recently been discovered in the direction of the constellation Eridanus and this corresponds with a 'dent' in the CMB intensity. We have already noted the immense energy content represented by the randomly moving aether, so the energy loss associated with generating the CMB radiation is unlikely to be depleting that energy to any measurable degree.

## IV. N. Effect of aether random motion upon nuclei: mu-meson decay

It seems reasonable to assume that, inside complete atoms, the electron shells shield the nucleus to a great extent from being reached by the random aether motion. Consequently the apparent immutability of the nuclear decay property of each particular nucleus, in this regard, is understandable. But explanations of null effects are never secure on their own. Mu-mesons, however, deprived of such a shield, exhibit velocitydependent decay lifetimes when in flight, lengthening with increasing velocity. This has widely been cited as evidence of relativistic time dilatation. In CT the explanation is that the decay rate is affected (increased) by the random motion of the aether (to which they are exposed when outside an atom) but, with increasing velocity of the particle, that access is a velocity-limited interaction between electomagnetic fields, so the particle is less affected, in just the same way as we explained in discounting the supposed relativistic mass increase (Para 2 above).

## IV. O. Mössbauer observations of 'gravitational redshift'

Although nothing to do with aether motion, this item is conveniently included here since it also involves the relationship between nucleus and electron shield. These experiments used the gamma ray decay emission of ${ }^{57} \mathrm{Fe}$ and purported to show that upward emissions had lost quantum energy (seen as gravitational redshift) in reaching an absorber above it. No consideration was given to the inevitable fact that every nucleus must be gravitationally displaced relative to the electron shell - How else could it be supported? The observed fractional redshift being sought was many orders smaller than any that had ever had to be considered in ordinary spectroscopy, so the centering of nuclei, which never needed attention before, should have been considered. In simple terms for this outline, it is suggested that the gamma ray frequency emitted by each decay event is controlled by a resonance in the cavity between the nucleus and the effective electron shield, the wavelength being of the same order as that radial gap. Eccentricity of the nucleus in the Earth's gravitational field means that the upper half-
cavity would be bigger and yield a longer emission wavelength, and conversely for the downward emissions or upward absorptions. Such resonance, related to the structure of this particular atom, would be a far preferable explanation of the extremely narrow bandwith of ${ }^{57} \mathrm{Fe}$ emission (the feature that made this element peculiarly attractive for this purpose) to the $a d$ hoc one of exceptionally small (but why?) 'emission recoil' of the nucleus, offered by the experimenters. Our proposed slight modification of the gamma ray emission frequency by this resonance is, in CT, probably not ruled out by the usual quantum theory inhibitions (see Para 19 above). It may, however, require the acceptance that, at this level of precision, even Planck's Constant is not immutable (see footnote ${ }^{1}$ ). These experiments also spun the emitting ${ }^{57} \mathrm{Fe}$ to determine the effect of centrifugal force. Finding the same effect they claimed to have confirmed the GR 'Principle of Equivalence'. The nuclear displacement effect proposed here would also lead to expecting such a centrifugal effect .

## V. GROUP III. IMAGINARY(?) SUBSTANCES

## V. A. Cold Dark Matter (CDM)

The supposed need for CDM has arisen on a variety of levels. Most, if not all, of this need is absent in CT.
(a) Cosmic expansion. Something like $>90 \%$ of the overall CDM requirement has arisen in the context of an expanding, relativistic Universe. With no expansion and with GR invalidated in CT, this part of the CDM requirement vanishes.
(b) Galaxies - Constant tangential velocity structure of outer parts of spirals, to the limit of visibility. Significance of the $\boldsymbol{G}-\boldsymbol{E}$ field. In CT, the evolution of galaxies, as in the formation of our planetary system, is dominated by disc outflows. The 'flat' plots of tangential velocity, outside the central region, are exactly what one expects if those flows are radially driven by the G-E field, which does not alter the tangential velocity. A Keplerian velocity pattern only develops when Newtonian gravitation is left in sole control by the departure of the G-E Field-propelled nebular material. That has already occurred in observable planetary systems but nebula-rich galactic forms, such as spirals, enable us to observe this effect directly. The outflowing material is supplied by quasi-vertically infalling material, whch may or may not be cosmogonically young (see Para 28 below), or it may be internally created (cosmogonically young). In any case, David Malin, (see his AAO website) by the use of heavily over-exposed photography on galaxies seen face-on, has shown the presence of very low light output, possibly reflective in origin, out to many times the normal optical fade-out radius. This is real matter, not CDM, because CDM is no longer needed to explain the 'flat' tangential velocity patterns. The amounts of mass may be substantial but nevertheless far less than the CDM argument has demanded.
(c) Long-term stability of clusters - galaxies and stellar.

## Galaxy clusters

Numerous analyses of the galactic redshift dispersion within clusters, without regard to galaxy type, have been carried out on the assumption that it measures the velocity dispersion within the cluster. Many clusters, and particularly the centrally

[^0]condensed Coma cluster, give the strong impression of having been a very stable grouping over the supposed life since the 'galaxy-forming epoch'. These workers have applied the virial theorem to the data and have invariably inferred a need for much more mass within the cluster volume than is seen as galaxies, to ensure that the velocity dispersion does not result in disintegration of the cluster. So CDM has been inferred. But CT introduces three escapes from this. The first (1) is that the galaxy masses (as in (b) above), are indeed bigger than suggested by the optical magnitudes. The second (2) arises as the result of the intrinsic redshift arising as a propagation effect along hot-gas paths as the light leaves the stars within it, so it will vary according to the gassiness type and magnitude. My own analysis of the redshifts of the brighter galaxies in the Virgo cluster, published by G.De Vaucouleurs, yielded a clear redshift gradient from $1600 \mathrm{~km} / \mathrm{s}$ for Sc to only $950 \mathrm{~km} / \mathrm{s}$ for E0. Removal of this factor yeilds a much smaller velocity dispersion upon which to apply the virial theorem. The subsequent survey by J.Huchra, down to much fainter magnitudes (at which this gas-dependent effect would be expected to be smaller), seems merely to have swamped the earlier result but further analysis is required. The third (3) is that in CT (see Para 28 below), clusters of galaxies are the consquence, not primarily of gravitational action within a primordially-existing volume of material, but of having been created by mutual cosmogony, a reproductionlike process, involving the (exponential?) growth of mass over a long period of time. The time for which the cluster has existed at its present mass is therefore very limited and the spatial tightness of its layout is due more to the reproductive process than to gravitational retention. Overall, I suggest that these 3 considerations in CT will remove most or all of the related supposed CDM requirement.

## Stellar clusters

Just as in the case of galaxy clusters, virial theorem analysis of the redshift dispersion in stellar clusters, assumed to represent the velocity dispersion, has consistently thrown doubt on the longevity of the cluster, often in the face of the members being from a common spectral population. So CDM has been invoked to hold it together. But in CT stellar intrinsic redshifts arise in major measure within their hot gaseous atmospheres. This effect has long been known as the K-term but not understood and increasingly ignored. Trumpler (1935 PASP) recorded an O-starspecific excess redshift within a star cluster. As noted in Para 21b, in WR-B binaries the WR component, with their typically extreme atmospheric temperatures, often exhibits a redshift of more than $+100 \mathrm{~km} / \mathrm{s}$ (sometimes even $+250 \mathrm{~km} / \mathrm{s}$ ) relative to the centroid of the system. Clearly this matter requires the analysis of clusters, to see whether some combination of stellar class and magnitude yields a statistically valid redshift distinction in each case. If it does, then this component of the redshift dispersion must be subtracted before determining whether CDM would be needed. Even then, in CT we are left with a smaller-scale version of the cosmogonical escape No 3 that applied to galaxies. This is a matter of great importance for cosmology because, in the absence of a 'galaxy-forming epoch' in CT, it may be that the cosmogony of stellar globular clusters is an essential step along the way to galaxy formation. That route must necessarily take us via irregular galaxies, such as the Large Magellanic Cloud, whose intensely active 30 Doradus star-forming region may mark a step along that path to a sufficient mass to attract the infall streams that operate in the dynamics of spiral galaxies - see also Para 28.

## V. B. Dark Energy

The demand for this seems wholly to have arisen from the redshift interpretation that the supposed expansion of the Universe is accelerating. As stated in Para 21c, this inference is wholly the result of applying the relativistic Doppler formula to the observation of a linear redshift-distance relation, on the assumption that the redshift is a velocity. In CT the cosmic redshift is not a velocity so the Doppler formula is inappropriate and the need for dark energy vanishes - in this context, at least.

## VI. GROUP IV. ORIGIN OF THE UNIVERSE

## VI. A. A new continuous creation cosmology

Appendix A illustrates how in CT we can explain the observed readiness with which particle-antiparticle pairs may be created from the aether, simply by 'stirring it up' and converting on an $\boldsymbol{E}=\boldsymbol{m} \boldsymbol{c}^{2}$ basis. This encourages the view that Nature, given enough time, may have generated (and still be doing so) other fundamental particles, by trial and error, only the stable ones surviving. This means that the Universe may have begun an undefinably long time ago, simply as a randomly moving aether, the energy content of whose motion was great enough to have been the resource from which all the present mass in the Universe has since been 'created'; a process that may be expected still to be going on. Since a concentration of aether motion intensity would clearly favour such creation, I suppose that this is how we now have clusters of galaxies, by a kind of reproductive process or positive feedback, with vast voids in between. The solar-corona-like X-ray auras observed to surround such clusters testifies to the presence of such material. The implied tendency for creation now to be increasingly concentrated in the vicinity of galaxy clusters opens the door for considering the effects upon galaxy morphological evolution of the ongoing infall of such material (see Para 26b above). A further important part played by such infall appears to be in the metamorphosis of young spirals into barred galaxies (Appendix D(2)). These do not seem to occur on their own and offer an evolutionary route from flat spirals to 3dimensional ellipsoids. On this basis there was no single 'galaxy forming epoch', so galaxy formation was and is an ongoing process. The full range of galactic morphologies seen already at large redshifts and long look-back times, though with a very different population mix, supports that for early-formed galaxies this evolutionary sequence could already have run its course within a relatively early part of the life of the Universe. The continuity of mass creation since then suggests that this sequence may now be running even faster. The problem of galaxy initiation needs therefore to be tackled afresh. In particular, the 'reproductive' property may apply not only to formation of clusters of galaxies but also, before that, to the formation of stellar globular clusters, long recognized as incorporating some of the oldest stars known, so therefore perhaps to be recognized as the building blocks for galaxy construction. This cosmology offers the supreme benefit, relative to that of the BigBang, of an ongoing process with a possibility of being much more comprehensively and directly observed and elucidated.

## VI. B. How big is the Universe?

The concept of an outer limit, or finite radius, is inherent in the idea of a Relativistic BigBang Universe, being simply the product of age since the BigBang and the maximum velocity $\boldsymbol{c}$. This, in turn, has encouraged discussions of the possible existence of more than one 'universe', although that usage is to degrade the true meaning of 'universe'. In CT the situation is different. The high mean charge density of the aether implies a pressure of its self-repulsion, inviting the idea of containment of
the Universe by some sort of boundary. To escape this philosophical 'castle in the air' we note that 'pressure' is necessarily a relative term and is irrelevant on the grand scale if we infer that the Universe is indeed infinite, all with the same mean charge density. This in no way negates that very large (differential) pressure forces can arise wherever the means exists to generate differences in aether charge density. This emphasis upon differences, rather than upon absolutes, is a reflection of our similar approach (Appendix A) to the problem of particles with two kinds of charge but an aether with only one.

## VII. EXPERIMENTAL CHECKS

To be persuasive of acceptance, the presentation of any new theory should do either or both of two things. Firstly, it should offer an exclusive understanding of observations where success has been elusive. Secondly it should lead to predictions that are experimentally verifiable.

CT, in addition (as outlined above) to removing the exclusivity of GR interpretations, offers an apparently exclusive field of relevance of its own; that of gravitation, planetary system formation (see Para 5 above) and the internal dynamics of galaxies (Paras 16, $26 \boldsymbol{\&}$ 28), so the contact with observational detail is extremely comprehensive. As to experimentally verifiable predictions, the main CT document cited in Appendix A lists six possible experimental checks upon CT, of which three are shortlisted here.

- Central to the whole basis of CT is the charge density and polarity of the aether (Appendix A). A possible experimental method to determine the polarity and charge density of the aether and at the same time to check the CT mechanism of the gravitational light deflection (Para 4), is as follows. The CT view of Maxwell's dielectric displacement current (none is available in GR) is that the charging of a capacitor involves the displacement of aether away from one plate and towards the other. The resulting gradient of aether (charge) density set up in the aether between the plates will, therefore, if a beam of light is passed transversely along the gap between them, progressively tilt the wave fronts and deflect the beam. If, as proposed, the aether is a continuum of negative charge the beam deflection will be towards the negative plate. The magnitude of the deflection would link the intensity of the G-E field to the gravitational field in observed light deflection situations, and thereby to the acceleration of cosmic rays (Para 7).
- The Sadeh et al (1968) experiment (Para 21c) using caesium clocks over a groundlevel path should be repeated, with appropriate controls, to confirm the redshiftdistance relation that they found. It would not be expensive. Attempts should be made to discriminate the diagnostic effects of path temperature and ionization.
- The Pioneer 6 carrier-wave redshift observation during superior conjunction, as discussed in Para 21d, should be repeated on the carrier wave from another space vehicle to confirm it and secure it as an example of coronal random transverse aether velocity redshift. With so many vehicles currently orbiting the Sun this should be quite easy to arrange.


## VIII. FINAL COMMENT ON MAXWELL'S AETHER

To accept and use Maxwell's equations for the nature of TEM waves while neglecting to implement, and even rejecting, the aether upon which they are based was a completely sterile idea, like (in a modern context) being in favour of plate tectonics but taking away the Earth. The absurdity of endowing absolute nothingness with finite and well-determined physical properties (permeability and permittivity), as required for the
implementation of Maxwell's equations, should have been recognized as such right from the start. The failure to do so may indeed have encouraged the current acceptance of two other apparent absurdities - CDM and dark energy. CT seeks to redress that. The resulting Universe is devoid of singularities of any kind, hence the name Continuum Theory. Did we just see an obstructive bird called 'Renormalization' fly out of the window?

## IX. POSTSCRIPT: THE CLOCK PARADOX OF GR

In the foregoing list I have, for brevity, not included all of the supposedly GRsupportive observations that seem to fit fairly successfully within the CT frame - indeed I may have missed some - but one, the clock paradox, deserves to be singled out for special final attention. In 1972 Hafele \& Keating published in Science what purported to be the results of a test of the clock paradox by flying a set of caesium clocks around the world, first one way, then the other, claiming that they had demonstrated the verity of the GR proposition, the experiment being done under the auspices of the US Naval Office. This fact, and the US freedom of information legislation, have made it possible to get hold of an USNO internal report written by Hafele four months before submission of the Science paper, and cited in that paper. Analytical comparison of this with the published paper shows, inter alia, that no fewer than 14 'corrections' were made to the original in-flight observations, one of these being 5.5 times the size of the result eventually sought. The clock to which this correction was applied was then, in their paper, regarded as the master clock. My friend who did this analysis submitted it to Science for publication but got an abruptly negative response with an insinuation that if he proceeded to publish elsewhere, legal proceedings for defamation would be likely. In fact he has published, both in a paper (Kelly, A.G. 2000 Hafele and Keating tests: did they prove anything? Physics Essays 13 (4) 616-621) and, more comprehensively, in a book (Kelly, A. 2005, Challenging modern physics: questioning Einstein's Relativity Theories. Brown-Walker Press, Boca Raton, 307 pp) but he has since died, so escaped any litigation consequences. The motive for such evident falsification appears to have been that Herbert Dingle had just published (1972) his book 'Science at the crossroads' in which he elaborated upon his continuing view that the paradox is 'absurd'. The continuing success of this travesty of the scientific method is demonstrated by the continued reference to the success of the experiment on Google and elsewhere. For obvious reasons, any further attempt to test the clock paradox, still a desirable enterprise, would need to be conducted and analyzed under a joint or even a multiple supervision.

# APPENDIX A: LOGIC OF THE GRAVITY-ELECTRIC (G-E) FIELD AS A PERSISTENT ASSOCIATE OF GRAVITATION 

[Extracted in part from:- Osmaston, M.F., A continuum theory (CT) of physical nature: towards a new 'ground floor' for physics and astronomy, including gravitation and cosmogony, with major tangible support. 10th. Int. Conf. on Physical Interpretations of Relativity Theory (PIRT X), Brit. Soc. Philos. Science. Imperial College, 8-11 Sept 2006. Proceedings. M.C.Duffy \& P.R. Rowlands (eds.), PD Publications, Liverpool. In press 2008; ISBN 187369409 1]
Maxwell's equations (1865) define the nature and propagation of transverse electromagnetic waves (TEM-waves - light). We know they work to perfection. They prescribe the presence of an 'elastic aether'; specifically one that is elastic in shear.

Successively, Maxwell (1865, 1873, 1878), Larmor (1892, 1897, 1904) and Milner (1960) envisaged that material particles are, in some rotational way, 'made out of aether'. But, faced with H.A.Lorentz's (1892) insistence upon a total dichotomy, this idea was effectively abandoned by Einstein and has been ever since.

Consequently the idea of an aether has fallen into oblivion and Maxwell's equations have remained insufficiently implemented, rendering physicists for more than a century the victims of a confidence trick that TEM-waves could exist without an aether. I seem to have overcome that by recognizing Maxwell's aether as a massless superfluid continuum of electric charge. (Magnetic coupling and field energy storage when charge undergoes displacement in shear provides 'elasticity'.)

## But what is its charge density? And what is the polarity of that charge?

Particle-scattering experiments at CERN show that electrons and positrons do have finite and similar estimated 'size' and we know each contains the same amount of charge ( $1.6 \times 10^{-19}$ coulombs). This yields a density in their interiors of $>3 \times 10^{29}$ coulombs $/ \mathrm{cm}^{3}$ - the highest there is?

With an aether made of only one sort of charge, the simplest way to make one particle positive and the other negative is to make one include more aether and the other less, like this:-


Notional aether (charge) density profiles that would equip electron and positron aether dynamical configurations with equal and opposite amounts of aether. Diagram drawn for an aether with negative polarity (see below). Less than 'zero aether' is not an option. In this way electron-positron pairs are easily made. A possible clue to cosmogony. In high energy experiments, proton-antiproton pairs also are of frequent occurrence.

## So the mean density of the aether is $>\mathbf{3} \times \mathbf{1 0}^{\mathbf{2 9}}$ coulombs $/ \mathrm{cm}^{\mathbf{3}}$ !!!!

To provide gravitational attraction between particles and thereby equip them with the property of mass, I now suppose that they act like vortices (as did Maxwell 1878), sucking aether through themselves and pulling themselves towards one another. (The inverse square law makes this predominate statistically.) The particles forming such an assemblage are therefore 'busy' sucking aether out of the interior. The resulting aether density gradient is an electric field - the G-E field. Similar interaction with the rest of the Universe causes the G-E field to extend indefinitely outside the body too, as does its gravity field also. Because of its direct relationship to the gravitational field, its intensity at the surface of an object will depend directly upon the gravitational field there, being highest at neutron stars, with white dwarfs second.

Solar mass loss by expulsion of positive ions tells me that lower aether density $=$ positive behaviour. Hence the aether charge polarity is negative in conventional terms. A simple calculation shows that removal of all the negative aether in the Sun would yield $\sim 40$ orders more coulombs of effective positive charge than is required to expel all its protons. The Sun would get smaller in so doing, so its content of negative aether would diminish too, but the point is well made nevertheless. So the Sun and other stars can never lose their electrically positive behaviour. Such behaviour is seen in planet ionospheres too.

## POSTSCRIPT

In accepting the Michelson-Morley experiment as proof that the aether had no systematic effect on TEM-wave propagation, so could be ignored, the Lorentz-Poincaré-Einstein trio compounded their logical error by overlooking that the aether might be in random motion, which is inevitable if particles are made out of it. Einstein, indeed, grudgingly accepting in his 1920 Leiden address that there might be an aether of some sort, concluded with the phrase 'the idea of motion may not be applied to it'. Correction of this oversight reveals (Osmaston 2000, 2004) that TEM-waves experience four cumulative effects, all copiously observed, removing the option embraced by Einstein, that TEM-waves could be regarded as perfect messengers between reference frames.

## APPENDIX B. CONSTRUCTION OF THE SOLAR PLANETARY SYSTEM. A PLETHORA OF PROBLEMS, AND A NEW DYNAMICAL SCENARIO TO RESOLVE THEM (AND EXOPLANETS TOO) WITH THE AID OF THE G-E FIELD

## Dynamical

D1. Six degree tilt of the planetary dynamical plane (the 'invariable plane') w.r.t.the Sun's equator. How did that arise?

D2. Mean angular momentum $/ \mathrm{kg}$ of planetary material is $137,500 \mathrm{X}$ that in the Sun. Together with the a.m. of the $>10$-fold more mass they were formed from, all this a.m. could NEVER have been in the Sun. Where did the a.m. come from?
D3. ALL spins (bar very slow Venus) are prograde if you restore the impactdisturbed tilts of Uranus and Pluto so that their satellites are prograde too, like those of the others. BUT vorticity is RETROGRADE in a Keplerian disc. Where were the spin directions decided?
D4. All satellites (bar Neptune's Triton and the outermost tiny ones of Jupiter and Saturn) orbit their planet the same way as it spins. Where are all the retrograde captures?
D5. CAIs (highly refractory objects in meteorites) are typically 2 Ma older than the chondrules they are among. How?
D6. In the presence of nebular gas, protoplanetary bodies would spiral into the Sun in far less time than it takes to build a planet. How do you prevent that?
D7. If you build iron cores by nebular reduction in situ (C3 below) how do you get rid of the excess reaction water - $\sim 400$ ocean volumes in the case of the Earth?

## Chemical

C1. Volatilities in chondrules need much higher nebular density than SCSN provides. Whence the implied compression? Higher density would make D6 worse.
C2. Short-life nuclides (e.g. ${ }^{41} \mathrm{Ca}, 103 \mathrm{ka}$ half-life) .were present in meteoritic materials representing late accretion on asteroids, requiring nucleosynthesis in the source (supernova?) not more than 1 Ma earlier. If this was a late input, where did it come from, and how? Can we relax this completion box for the whole job? When did it begin?
C3. Nebula is hot in SCSN, unless you make the planets when there's hardly any left outside the Sun. We need a cool one for core formation by reduction from erupted FeO , thus providing for genesis of SS water (A.E. Ringwood's model 1960-1979). How was that cool nebula acquired?
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## APPENDIX C: A CONTINUUM THEORY MODEL FOR QUASARS FEATURES TO BE EXPLAINED

Diminutive, star-like image size. Very broad Lyman P Nemission line, redshifted ( $z=E N D N$ ) in the range $<0.2->4.89$.
Numerous (up to $>100$ ) Ly P absorption lines - the so-called "Lyman alpha forest" extending along the shortward flank (less redshift) of the main Ly emission (+ some corresponding CIV and NIV absorptions). Forest lines pack closer to main Ly and more numerous as redshift increases, espc. at $\mathrm{z}>2$.

Much more frequent spatial (on the sky) association with galaxies of relatively low redshift than is statistically appropriate (Burbidge, Arp, etc.).


The model
1.Velocity-dependent inertia, the result of recognizing gravitational communication at velocity $c$, drastically reduces centrifugal (but not central gravitational) force when rotational velocity approaches and surpasses c . So superluminal surface velocities, due to gravitational shrinkage of high-angular momentum clouds, are possible.
2. Most of the redshift is intrinsic to the body, is of aberration-related (AR) type, and amounts to $z=m\left(n^{2}+1\right.$ Thus. $z=4.89$ requires $n=5.8$ and $u$ tve, so the received intensity fafls rapidly as z increases further, as observed, but will never drop to zero. Observed maximum z now exceeds 6.0 (see text).
3.Excess emission line breadth is primarily due to rotational broadening, not RLV (random longitudinal velocity of the aether). $n$ varies with latitude on the emission surface.
4. The "Lyman N P N forest", and the high-ionization C and N lines, is intrinsic absorption. It is not due to clouds in intergalactic space, whose temperature can thus be the 2.73 K indicated by the cosmic microwave background (CMB). In turn this is compatible with the cosmic redshifting rate in CT.
5. Quasars are not at the cosmological distances inferrable from their redshifts, though a part of their redshift is likely to be cosmic. Their spatial association with (or in?) galaxies is entirely reasonable (Seyferts, AGNs). The requirement for a high angular momentum source cloud makes their occurrence in isolation less likely.
6. As $n$ rises towards and past unity during contraction, centrifugal (= inertial) constraint upon shrinkage decreases. The consequent rapid gravitational compression will yield superhigh PT in the interior, and perhaps light element (D, He, Li?) nucleosynthesis, thus replacing the Big Bang in this regard. Some such material may get ejected from the poles, spreading the products into the cosmos (see 9 below).
7. In more massive quasars the process may go further. Under CT a particle only possesses mass if there is room to accommodate the required aether dynamical configuration. Further compression will annihilate the mass, with enormous energy release - seen as gamma ray bursts(?) so the gravity exerted by that mass disappears too, contrary to current black hole models. Such quasars (and those in (6) too) may decay/expire on quite short timescales, and if anything is left, may start upon a stellar evolutionary course, degenerate or otherwise.
8. Viewed pole-on, aberration will prevent any lower-latitude TEM-wave radiation except that from the pole close tofrom reaching the observer directly, so redshift will be low, but the object may be detectable by sub-c proper motions of objects going around it (Centaurus A?).
9. The interior extreme (BigBang-like?) temperature and mass-density, with the correspondingly G-E field, intensewill drive very high energy jets from the polar zone exposures.

## APPENDIX D: G-E FIELD AND THE DYNAMICAL EVOLUTION OF GALAXIES



NGC 5194/M51 showing oblique rupturing of spiral arms
Rotation is anticlockwise but arms are being pushed outward (unwrapped) by radial push of G-E field, so are being stretched and ruptures form


Structural elements and construction of a barred spiral galaxy (e.g. Type SBb)
Based principally on NGC 1300, 5383, 1097, 5236 and 6951.

## Notes

1. Dust lanes A \& B on the bar spiral around it and link up with dust lanes (not shown, but see Fig (1) above) at the insides of the spiral arms. This shows that the bar is twisting faster at the middle, where the drive is applied.
2. The angular extent of the arms can vary widely.
3. The bar is always diametral to the bulge and nucleus, and it may extend inwards nearly to the nucleus.
4. The space inside a notional ring through the ends of the bar may be faintly luminous
(as a continuation of the bulge) but is often devoid of visible structure.
5. Occasionally the ring is not notional but is luminous and the arms leave it at points that do not coincide with the bar ends.
6. The inset shows how the quasi-polar infall streams can provide a couple to set up rotation with a bar axis in the galactic plane, but with an orientation not linked to the rotation of the spiral.
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This paper is a critique of the present state of Theoretical Physics and its flagrant departure from the constraints of commonsense logic. As a contrast to this, an example is provided of a simple, unified, solution of two allegedly separate physical anomalies which have so far defeated every attempt at explanation in terms of standard orthodox Physics. This is to the extent that a NASA spokesman has said that in order to explain these anomalies, a whole 'new physics' might have to be contemplated.

These anomalies are the well-documented 'Pioneer anomaly' and the 'Missing Mass anomaly'. This paper counters conventional attempts at explanation in terms of intellectually elevated theories such as, for instance, those of 'cosmological expansion', 'dark matter', 'deviations from Einsteinian gravity' and so on. It also questions the Newtonian concept of an in vacuo 'gravitational force'.
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## INTRODUCTION

On the Internet, I, Viv Pope, am referred to as a 'Dissident'. Now why is that? It is because I am convinced that Modern Physics has become much - much - too clever for its own good.

Let me speak plainly. As I see it, Theoretical Physics has become far too big for its own boots with its elevated ideas of the 'Big Bang', 'wormholes' in the vacuum and so on, ad nauseam. In my view, the trouble lies in a strange, lofty compulsion towards theorising. What encourages this, unfortunately, is the public appetite for novelty and the media's commercial interests in pandering to it. This puts a premium on the selection of the most wacky ideas and the virtual suppression of the more sensible ones.

Let's face it, then, nothing is more boring than a simple solution to a captivating mystery. This makes some physicists vie with one another to produce more and more bizarre theories about physical phenomena instead of using plain commonsense logic to interpret observational and experimental data in a search for natural truth.

What disturbs me most, however, is talking to people who profess to being scientists but can scarcely add two and two together without going into the depths of things like integral calculus, general relativity, quantum chromodynamics and God knows what. Indeed, I have met some people who, surely, if they were asked to count horses, would have to count their legs and tails and divide by five, or if asked to count a dozen eggs would have to express the result as the square root of a hundred and forty four. These people remind me of the Greek philosopher who, it is reported, while contemplating the Universe fell down a pit shaft.

Here is just one of many examples I could cite of how much more simple and effective our modern approach to Physics could be with the application of a bit of critical commonsense logic.

For instance, what I find very strange is that so many generations of Physics students have failed to see something which should be entirely obvious.

Newton was, undoubtedly a genius. However, his theories of motion were based essentially on experiments with bodies moving on flat surfaces, such as bench-tops, inclined planes and so on. In this way he conceived the idea of the motion of a body with no forces acting upon it as taking place in an ideally Euclidean vacuum called 'inertial space'. Basic to his ideas of mechanics, therefore, was that of straight-line motion as the product of mass and velocity, called momentum. All moving bodies he declared, travel in straight-lines under their own momentum, i.e., 'inertially', unless acted upon by an external force.

Logically, then, it follows from this assumption that any body moving in space other than in a straight line, such as a cannon ball in its curved trajectory or a planet orbiting the sun, must have some kind of 'force' acting upon it. In this way was created the notion of 'gravitational force' as an invisible agency acting in the vacuum, dragging all bodies towards one another instead of following their straight lines in the way Newton had previously decreed.

So Newton's 'gravitational force' was an ad-hoc, conceptual afterthought, a conjectural add-on to his original mechanics. What is so obvious, however, is that all Newton had to do, in order to deal with orbital motion, was to include, together with the parameters of mass and velocity, the further parameter of orbital radius. His definition of momentum as the product of mass and velocity, $\boldsymbol{m v}$ then becomes angular momentum, which is the product of mass, velocity and radius, mvr. Straight-line momentum then becomes orbital momentum, and the invisible, in vacuo 'gravitational force' disappears like 'Scotch mist'.

Now angular momentum is an automatically paired relation, so the simple formula for angular momentum, $L$, is

$$
\begin{equation*}
L=m v r=G M m / v, \tag{1}
\end{equation*}
$$

Here, $m$ is the mass of the orbiting body, $v$ is its velocity, $M$ is the mass of the central body and $G$ is an empirical factor, or constant. This formula proves to be sufficient in itself, with no need of Newton's hypothetical 'gravitational force', to compute simple circular motion, as of the moon orbiting the earth, or the earth orbiting the sun.

But, of course, planetary motion is not circular, but elliptical, as Kepler described it. Nevertheless, this basic formula remains at the root of all spatial motion no matter how complex and convoluted. This means that all talk of 'gravitational force', 'gravitational field', 'gravity waves', 'gravitons', etc,. etc., is logically redundant. Speaking as a taxpayer, this should save us billions of pounds and dollars in closing down those laboratories which are so heavily funded to chase theoretical rainbows.

The advantages for true Natural Philosophy that are offered by this change in conception from 'gravity' to angular momentum as the agency of orbital motion, apart from its commercial advantages, are as follows.

Newton's hypotheses of 'gravitational force' presents a fundamental anomaly. This is that it is logically at odds with the law of the conservation of angular momentum. According to that law, the total angular momentum of an orbiting, spinning body has to be the sum of its orbital and spin angular momenta. However, Newtonian 'gravitational force' takes no account of spin. It is a purely hypothetical 'force' which is defined in terms of mass and distance only, hence is the same for an orbiting body, whether or not that body is spinning.

But in nature, practically all orbiting bodies spin, from NASA's space-probes to the spiral galaxies. Computing the trajectories of these spinning bodies without taking account of the spin therefore presents serious anomalies. Two of these have recently become evident. One is the so-called Pioneer Anomaly, in which NASA's space-probes in solar obit veer inexplicably towards the sun; and the other is the so-called 'Missing Mass Anomaly' according to which the total mass of the spinning galaxies is found to be far greater than expected according to the 'gravitational' calculations.

In the Pioneer case, the reason why the spinning space-probes veer towards the sun is plain. It is because according to the law of angular momentum conservation, for the total angular momentum of the probe, the larger the spin angular momentum the smaller is the orbital angular momentum; and the smaller the orbital angular momentum the smaller is the orbit radius. So a spinning probe orbits nearer to the sun than if it were not spinning - which is, predictably, what NASA have discovered.

In the case of the 'Missing Mass Anomaly', the reason is that the computations of that measure are based on the assumption that the so-called 'gravitational' factor, $G$ is a constant. However, for spinning bodies, such as the spiral galaxies and just about everything else in the universe, that factor $G$ has to be a variable. For instance, in our above equation (1) we have:

$$
\begin{equation*}
L=m v r=G M m / v, \tag{1}
\end{equation*}
$$

From this we have:

$$
\begin{equation*}
G=v^{2} r / M . \tag{2}
\end{equation*}
$$

Now $v^{2}$ is kinetic energy, $K / m$, according to the formula $K=1 / 2 m v^{2}$, whence (2) becomes

$$
\begin{equation*}
G=2 \mathrm{Kr} / \mathrm{mM} . \tag{3}
\end{equation*}
$$

So now let the orbital kinetic energy be signified by $K_{\mathrm{O}}$ and the spin kinetic energy by $K_{\mathrm{S}}$. The formula for $G$ thus becomes:

$$
\begin{equation*}
G=2\left(K_{\mathrm{O}}+K_{\mathrm{S}}\right) r / m M . \tag{4}
\end{equation*}
$$

Plainly, with the same values for $m$ and $M$ in this formula as in (3), the value of $G$ in this formula (4) is greater than in that previous formula, and the greater the value of $G$, the more closely the body orbits the centre of mass.

From this it follows that for the spinning galaxies, the value of $G$ must be greater than the standard value, so that these galaxies are crowded more closely together than if they were not spinning. This explains why these galaxies, plus all other spinning objects, appear to have more mass than they should have according to the traditional 'gravitational' account. What is the reason for this 'extra mass'? Not 'dark matter', surely, but 'dark spin' - for 'dark, here, read 'neglected'.

So there is no anomaly of this sort in nature, to be explained by theories of any tortuously intellectual kind. The only anomaly lies in the failure of Newton's 'gravitational' account to include spin in the total angular momentum of an orbiting body. Extending Newton's ingenious formalism to include spin brings Newton out of the age of falling apples and steam technology up to speed with our second-millennium space-age.

Newton famously stated 'hypotheses non fingo' (I make no assumptions). Little did he know that his biggest and most misleading assumption was that of his fictitious 'in vacuo gravitational force'. In view of what Newton achieved, he might be forgiven for that. But what beats me is why, nowadays, we keep making such a Big Production out of what is no more that a conceptual fabrication that is long past it's sell-by' date. May I remind you that this is no purely academic matter. In pursuit of 'gravitation' and all that the mystique entails, billions and billions of pounds and dollars altogether, are continually wasted. That mystery is, no doubt, intriguing and entertaining but, seriously, I ask you, in the interests of true science and a struggling economy, is it worth it?
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The universe, far from being homogenous, expands in large empty bubbles of large-scale structure, but not in mass concentrations like galaxies, so that the RobertsonWalker solution does not fit. We suggest that a symmetry breaking occurred in a distant past, during the radiation-dominated era. Before, the three-dimensional hypersurface was invariant under the action of $\mathrm{O}(3)$ and the Robertson-Walker solution could be used. But this obliges the so called constants of physics, length and time scale factors, to be involved through a generalized gauge process, which is thus built. The subsequent variation of the speed of light solves the horizon problem, while the Planck barrier disappears.

The present work is fairly different from other attempts published on the now socalled VSL, variable speed of light. The reader will find these other papers mentioned in the references at the end of this paper.
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## I. INTRODUCTION

Let's present the general idea. The classical cosmological model was built from the Robertson-Walker solution of the Einstein field equations. This solution is based on the cosmological principle assuming the Universe is homogeneous and isotropic. Initially the model-makers believed that they could consider the Universe as a gas whose molecules would be the galaxies. In clusters these galaxies have a random velocity which may be compared to the thermal velocity of the kinetic theory of gases. The order of magnitude of the random galaxy velocities, with respect to the galaxy clusters, is around $1000 \mathrm{~km} / \mathrm{s}$, which is small if compared to the speed of light. So that theoreticians thought that this velocity could be neglected, this cosmic fluid being compared to dust ("dust Universe"). This was widely confirmed by observations.

Oppositely the observation of the large-scale structure gave evidence that matter was arranged around big voids, 100 light-years across in the mean, to be compared to joined soap bubbles". That was frankly non-homogeneous. As a consequence the curvature field is non-uniform.

A puzzling problem arises. Astronomers measure redshifts and conclude that the Universe is expanding, according to Hubble's law. But where does this expansion occur? Does the solar system expand? No. If it were expanding, it would be unstable. Do the galaxies expand? No, for the same reason.

To explain the measured redshifts we must admit some regions expand in the Universe and some others do not. Basically, the Robertson-Walker metric cannot take
into account this non-homogeneity. In the Robertson-Walker metric we find a length scale factor $R$ which depends only on the time-marker $x^{\circ}$. It does not depend on space coordinates. It is supposed to be constant over the whole three-dimensional hypersurface $\mathrm{S}\left(x^{\circ}\right)$ at a given instant $x^{\circ}$. It does not fit the observations so that we should think about a length scale factor which would depend on time and space. At microscopic scale we find cosmological, primeval photons forming the CMB, the cosmic microwave background radiation. Let us write their average wavelength as $\lambda$. It expands like the length scale factor $R$. The great voids are filled by such photons. Here is the expansion of the Universe. Photons behave like oscillations moving on an expanding cloth.

A material particle, whose mass is $m$, is associated to with a characteristic Compton's length:

$$
\begin{equation*}
\lambda_{c}=\frac{h}{m c} \tag{1}
\end{equation*}
$$

If we consider the Planck constant $h$, the speed of light $c$ and the mass $m$ are invariant, this Compton's length does not vary in time. From this point of view, photons expand but matter doesn't. This corresponds to an idea introduced by Mach in 1883. In 1990, I illustrated this idea using a didactic image, in my book "The Chronologicon" from the series "The Adventures of Archibald Higgins". This is the corresponding part, page 61 :


Fig. 1 - Page 61 of my book "The Chronologicon"

When we travel backwards in time, the Universe becomes hotter and hotter and, quoting Steven Weinberg in his famous book "The first three minutes", it is "a mixture of all kinds of radiations". At this time, based on the CMB observation, the Universe looks very homogeneous. If we keep in mind the image of ice cubes immersed in water, they would melt and produce an homogeneous mixture.

This suggests a symmetry breaking, occurring in distant time during the radiation-dominated era.

Have a look at the Robertson-Walker metric. First we define Gaussian coordinates, which implies that the three-dimensional surface is "oriented in space" and "oriented in time".

- One assumes that there exists a global time-coordinate, a global time-marker $x^{\circ}$
- Space is assumed to be locally isotropic.
- Any two points in a three-dimensional space belonging to a fixed value of the time-coordinate are equivalent.
We choose an arbitrary point of the three-dimensional space to be the origin of spherical coordinates $(r, \theta, \varphi)$.

Introducing a length scale factor $R\left(x^{\circ}\right)$ we can write:

$$
\begin{equation*}
r=R\left(x^{\circ}\right) u \tag{2}
\end{equation*}
$$

where $u$ is an adimensional variable.
Then the Robertson-Walker line element becomes:

$$
\begin{equation*}
d s^{2}=d x^{o 2}-\left(R_{\left(X^{O}\right)}\right)^{2} \frac{d u^{2}+u^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right)}{\left(1+k^{2} u^{2}\right)^{2}} \tag{3}
\end{equation*}
$$

$k=\{-1,0,+1\}$ is the curvature index. The coordinates $(u, \theta, \varphi)$ are pure numbers or angles. The hypothesis of isotropy and homogeneity gives a $R$-field which only depends on time. A point whose coordinates $(u, \theta, \varphi)$ are invariant is called co-moving (with space). As pointed out earlier this description does not fit the observational data.

We can offer a 2 d didactic image of such geometry. See figure 2 . On the right we have drawn a cube with blunt vertices. Each vertex is one eighth of a sphere. The eight blunt corners are connected through portions (quarters) of cylinders and square flat surfaces, i.e. Euclidean elements. The two images 3 and 4 in figure 2 suggest the expansion of a closed Universe containing eight "mass concentrations" (the eight blunt vertices). The flat surfaces expand, not the curved corners. These keep a constant area. This is a didactic image of a closed Universe with mass concentration areas (that do not expand) separated by voids (the Euclidean portion of cylinders and flat squares).

The time-sequence is supposed to go from image 1 to image 4 . In image 2 the eight portions of the sphere join together. Then this closed universe becomes a sphere, that has $\mathrm{O}(2)$ symmetry. We find a symmetry breaking from step 2 to step 3 . Before, the $\mathrm{O}(2)$ symmetry holds. After, it doesn't.


Fig. 2 - Two-dimensional didactic image of an expanding, closed Universe experiencing a symmetry breaking in step 2 .

Geometers can immediately extend this for a three-dimensional closed surface, illustrated as a set of flat volumes joined to constant curvature portions of space. In the two-dimensional model we have shown eight "mass concentrations", but we could put as many as we want, thus forming a diamond-like object, with blunt vertices (rounded summits). Similarly, a 3-sphere could be transformed into a many-3d-faces 3d-diamond whose curved volumes would be smoothed (constant curvature and constant volume object) linked by Euclidean elements.

Similarly we could imagine a symmetry breaking. Before the objects is a 3sphere, having an $\mathrm{O}(3)$ symmetry. After, this symmetry is broken or lost. The object becomes a three-dimensional polyhedron where each constant curvature (and volume) portion represents a galaxy or some mass concentration that does not expand. .

This is the general idea. We suppose the Robertson-Walker metric is suitable to describe the (homogeneous) early Universe. Then a symmetry breaking occurs, very early in the radiation-dominated era. Matter concentrations begin to form. We suggest that this corresponds to two different evolution processes.
When we want to build a model of cosmic evolution we have to deal with:

- Pure geometric features, governed by Einstein's field equations
- Features linked to special relativity (invariance through Lorentz rotations)
- Electromagnetic features (the particles are linked by electromagnetic forces, ruled by Maxwell's equations)
- Quantification is present, which is governed by, for example, the (non relativistic) Schrödinger equation.
All these features come from local observations and experiments, which satisfy a certain set of physical equations, containing the following quantities:
$G$ : gravitational constant
$c$ : speed of light
$m$ : masses
$h$ : Planck constant
$e$ : elementary charge
$\mu_{0}$ : magnetic constant (vacuum permeability)

From this set of equations we can build measuring instruments. They extend our senses. But finally the last measuring instrument is ourselves, with our body as a length scale and our average life, a "shelf time", as a time scale. We may compare this duration to astronomical phenomena, like the year, the day (a complete rotation of the Earth). We can build mechanical systems, like a torsion pendulum, and discover that they can be used as clocks. Comparing this object to our body, our hand, we can build rules. We can divide it, and so on.

We replace the fully human measurement by mechanical measurements, based on the equations of physics. It works. We can perform measurements of constants and we don't find any change, so we think they should be absolute constants. Quantum mechanics works too and brings a new insight into the nature of matter. From the constant of today's physics we can build two characteristic quantities The Planck length:

$$
\begin{equation*}
L_{P}=\sqrt{\frac{h G}{c^{3}}} \tag{4}
\end{equation*}
$$

The Planck time:

$$
\begin{equation*}
t_{P}=\sqrt{\frac{h G}{c^{5}}} \tag{5}
\end{equation*}
$$

Quantum mechanics generates its own limits in space and time. It becomes impossible, through QM formalism, to analyze or even to conceive processes occurring on lengths and durations shorter than these characteristic values.

As the scientist believes the constants found are absolute constants that do not vary alongside-cosmic evolution, he thinks of some hypothetical "quantum era" and asks how things could have been in the extremely early conditions.

## II. EXISTENCE OF A FUNDAMENTAL GAUGE RELATION

All physicists know the power of dimensional analysis. Considering a given set of physical equations they can introduce characteristic length and time and introduce adimensional space and time variables. Then they can weight, measure the relative importance of different terms in an equation in which the constants of physics appear.

This could be extended, considering that we can use today's values of the constants, considering they may vary, and introduce their adimensional form. As an example, let us consider the constant of gravitation. Call $G_{o}$ today's measured value. If we admit that G may vary, we can write:

$$
\begin{equation*}
G=\Gamma G_{\mathrm{o}} \tag{6}
\end{equation*}
$$

$\Gamma$ being an adimensional quantity. We can do similar operations for all constants, as we do for length and time. Now, ask the question:

- Can we find what we will call a generalized gauge transform, linking the length and time scale factors, and the adimensional variables, which takes into account the variation of the physical constants, and which would keep all the equations invariant?

The answer is yes. There is a single one, see reference [4]. Note that we cannot obtain evidence of such variations using our measuring instruments. The reason is very
simple: these systems are precisely built from these quantities, so it becomes impossible to find evidence for any constant variation among all these constants of physics.

Similarly, if you wish to measure the dilatation of a table made of iron, using a ruler made of the same metal, due to ambient thermal variation you could not as the table and the scale would experience the same parallel variations.

We will present further this generalized gauge transform. If $R$ and $T$ are respectively the length and time scale factors, all the characteristic lengths of physics, including the Planck length, are found to vary like $R$. All the characteristic times of physics are found to vary like $T$. In addition, all the energies are conserved. This remarkable gauge property is based on a group, to be discovered.

## III. TODAY'S PHYSICS

No astronomer would pretend that the solar system or the galaxies expand with the Universe. Consider some sort of reference system composed by two masses $m$ circling aroung their common center of gravity:


Fig. 3 - Two masses orbiting around their common center of gravity
The centrifugal force is counterbalanced by the gravitational attraction:

$$
\begin{equation*}
\frac{m V^{2}}{r}=\frac{G m}{4 r^{2}} \tag{7}
\end{equation*}
$$

If the radius of this circular orbit was extended, the system would become unstable. In the classical vision of celestial mechanics, $G$ and $m$ are considered to be absolute constants. The kinetic energy and angular momentum are conserved, so that $V$ does not change neither. This circular orbit could not be co-moving in a RobertsonWalker geometry, where the expansion occurs everywhere.

In general relativity, masses follows the geodesics of a four-dimensional spacetime hypersurface. These masses cannot follow geodesics associated with the Robertson-Walker metric. We do not know, presently, how to build a solution of to the field equations which takes into account these features. When we make local calculations, for example for perihelion precession of Mercury or gravitational lensing, we use time-independent Schwarzschild solutions to the field equations.

Let us return to our didactic image: the cube with blunt vertices and smooth edges. Our circular orbit takes place in the non-expanding zone, in a corner which does not expand.


Fig. 4 - Reference circular orbit location
This is a composite geometry since curved and flat elements form the object. To be closer to reality, this circular orbit should be inscribed in a non-expanding volume, part of a three-dimensional hypersurface. There, it would be part of a region of spacetime that would behave like a quasi steady-state element of the geometric solution, while the area between the mass concentrations space-time would be close to a Friedman non-steady solution. Currently we do not know how to manage that.

## IV. THE EARLY EVOLUTION AS A GENERALIZED GAUGE PROCESS

If we go further backwards into the past, we meet the symmetry breaking event. Then the Robertson-Walker solution holds and the Universe obeys an O(3) symmetry. If we want to inscribe the circular orbit corresponding to our two masses linked by gravitational force, the span of this co-moving orbit must vary like $R\left(x^{\circ}\right)$. See the small circle:


Fig. 5-2d didactic image of the symmetry breaking
We will assume the Universe undergoes a generalized gauge process, keeping the equations invariant. At the end of this study the benefit will be the justification of the homogeneity of the early Universe with no need to call for the inflation theory. Let
us build the gauge laws. As shown in [1] this gauge process make all the characteristic lengths of physics to follow the variation of the length scale factor $R$. The energies are conserved. Look at the invariance of the field equation, in which we take a cosmological constant equal to zero, while it does not refer to early Universe and short range gravitational interaction.

$$
\begin{equation*}
S=\chi T \tag{8}
\end{equation*}
$$

It is divergenceless, which implies that the constant $\chi$ must be an absolute constant. This last is classically determined through an expansion into a series of the metric, the zero-order term being the time-independent Lorentz metric. We add a perturbation term which is also time-independent:

$$
\begin{equation*}
g=\eta+\varepsilon \chi \tag{9}
\end{equation*}
$$

We perform a Newtonian approximation (weak field, low velocities with respect to the speed of light). The constant is determined, identifying the linearized field equation to Poisson's equation. The expression depends on how we decide to write the tensor $T$. Let us follow [20], section 10.5:

$$
\begin{equation*}
T^{\mathrm{oo}}=\rho \tag{10}
\end{equation*}
$$

Then the identification gives:

$$
\begin{equation*}
\chi=-\frac{8 \pi G}{c^{2}} \tag{11}
\end{equation*}
$$

The Einstein equation is invariant if

$$
\begin{equation*}
G \approx c^{2} \tag{12}
\end{equation*}
$$

Notice that, when we determine the expression of Einstein's constant combining $G$ an $c$ in (11), this does not imply that these two should be absolute constants, for the perturbation method is based on time-independent terms in the expansion into a series of the metric.

Writing that the Schwarzschild length varies like $R$, we get:

$$
\begin{equation*}
\frac{G m}{c^{2}} \approx R, m \approx R \tag{13}
\end{equation*}
$$

The conservation of the energy brings immediately:

$$
\begin{equation*}
m c^{2} \approx C s t, c \approx \frac{1}{\sqrt{R}}, G \approx \frac{1}{R} \tag{14}
\end{equation*}
$$

If we write the Planck length varies like $R$ we get:

$$
\begin{equation*}
\sqrt{\frac{h G}{c^{3}}} \approx R, \frac{h}{c} \approx R^{2}, h \approx R^{3 / 2} \tag{15}
\end{equation*}
$$

The invariance of the kinetic energy (or the fact that the Jeans length varies like $R$ ) gives:

$$
\begin{equation*}
V \approx \frac{1}{\sqrt{R}} \approx c \tag{16}
\end{equation*}
$$

If we write that the radius of the circular orbit of the two masses orbiting around their common center of gravity varies like $R$, we get:

$$
\begin{equation*}
T \approx R^{3 / 2} \tag{17}
\end{equation*}
$$

Remark that:

$$
\begin{equation*}
R=c T \tag{18}
\end{equation*}
$$

Writing that the energy $h v=h / \tau$ is conserved we obtain:

$$
\begin{equation*}
\tau \approx h \approx R^{3 / 2} \approx T \tag{19}
\end{equation*}
$$

Notice this looks like a first link between quantum and gravitational worlds. Let us look now to electromagnetism. Write the Bohr radius varying like R:

$$
\begin{equation*}
r_{b}=\frac{h^{2}}{m_{e} e^{2}} \approx R, e \approx \sqrt{R} \tag{20}
\end{equation*}
$$

We can complete that, assuming that the fine-structure constant $\alpha$ does not vary in this gauge evolution process:

$$
\begin{equation*}
\alpha=\frac{e^{2}}{\varepsilon_{o} h c}, \varepsilon_{0}=\text { Constant, } \mu_{o} \approx R \tag{21}
\end{equation*}
$$

This would be a consequence of the invariance of Maxwell's equations, coupled to the hypothesis of electromagnetic energy conservation [26]. Of course we would find that all the characteristic lengths of electromagnetism (like the Debye length) vary like $R$, while the coulomb cross section varies like $R^{2}$. Similarly all the characteristic times of physics are found to vary like the time scale factor $T$. This gives one gauge variation law keeping all equations invariant.

As we said, our goal is to justify the observed homogeneity of the early Universe without calling on inflation theory to rescue the model. At this level we must start from the results of our bimetric model, presented in an earlier paper [18]. We recall that the motivation then was to clarify the nature of so-called "dark energy", producing the late acceleration of the expansion process. This "component" of the Universe was identified
with a second kind of mass and photons, possessing negative energy (notice that this bimetric model has nothing to do with other authors' works using this technique).

## V. LINK WITH OUR BIMETRIC MODEL

Let us give the basis of this bimetric model. We assume that the Universe contains two kinds of particles. The first, with positive or zero mass and positive energy, follow the geodesics corresponding to a first metric $g^{+}$. The second ones, with negative or zero mass and negative energy, follow the geodesics built from a second metric $g^{-}$. As explained in the reference mentioned, the two metrics are coupled through the following field equations:

$$
\begin{align*}
& S^{+}\left(g^{+}\right)=\chi\left(T^{+}-T^{-}\right)  \tag{22}\\
& S^{-}\left(g^{-}\right)=\chi\left(T^{-}-T^{+}\right) \tag{23}
\end{align*}
$$

Assuming the Universe to be isotropic and homogeneous, at very large scale we introduce Robertson-Walker metrics, with their own length and time scale factors $R^{+}$ and $R^{-}$, which gives the two coupled differential equations:

$$
\begin{align*}
& \frac{d^{2} R^{+}}{d x^{\circ 2}}=-\frac{1}{\left(R^{+}\right)^{2}}\left(1-\frac{\left(R^{+}\right)^{3}}{\left(R^{-}\right)^{3}}\right)  \tag{24}\\
& \frac{d^{2} R^{-}}{d x^{\circ 2}}=-\frac{1}{\left(R^{-}\right)^{2}}\left(1-\frac{\left(R^{-}\right)^{3}}{\left(R^{+}\right)^{3}}\right)
\end{align*}
$$

The obvious divergence of the solution has been evoked to construe the observed acceleration. As the time-marker $x^{\circ}$ grows, the solutions become more and more divergent. The negative energy component behaves like repellent "dark energy" and accelerates our positive energy matter. But when going backwards in time, the two scale factors get the same value and follow a linear evolution in $x^{\circ}$. If it is identified with a cosmic time $t$, through $x^{\circ}=c t, c$ being considered as an absolute constant, this evolution becomes so slow that all the hydrogen of the Universe would be converted into helium.


Fig. 6 - The bimetric cosmological model ( $\left.R^{+}, R^{-}\right)$as functions of the time-marker $x^{\circ}$

In figure 7 we have represented the evolution of our reference system, of two masses coupled by gravitation, with the time-marker $x^{\circ}$. At the very beginning the radius of the orbit follows the growth of the length scale factor $R$. The two geodesics spiral along and around a cone. Then the symmetry breaking occurs. The portion of space where the circular orbit is located is in a non-expanding region: the geodesics spiral along the length of a cylinder. Shown : the world-lines of co-moving particles.


Fig. 7 - Shown: world-lines of co-moving particles and geodesics paths of the two masses linked by gravitational force. Before the symmetry breaking the Universe is homogeneous and the orbit grows like $R$. Then its radius becomes constant.

Before the symmetry breaking the (common) metric is that of RobertsonWalker. We take $\mathrm{k}=0$ which takes flatness into account.

$$
\begin{equation*}
d s^{2}=d x^{o 2}-\left[R_{\left(X^{o}\right)}\right]^{2}\left[d u^{2}+u^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right)\right] \tag{25a}
\end{equation*}
$$

Starting from a linear evolution of $R$ versus $x^{\circ}$ we put the metric into a conformally flat form:

$$
\begin{equation*}
d s^{2}=[R(\tau)]^{2}\left[d \tau^{2}-d u^{2}-u^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right)\right] \tag{25b}
\end{equation*}
$$

introducing the new time-marker $\tau=\log x^{\circ}$. Now we introduce the time scale factor $T$ ( $\tau$ )

$$
\begin{equation*}
d s^{2}=[c(\tau)]^{2}[T(\tau)]^{2} d \tau^{2}-[R(\tau)]^{2}\left[d u^{2}+u^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right)\right] \tag{26a}
\end{equation*}
$$

Notice the null geodesics are basically gauge-invariant.
Consider a given value of the time-marker $\tau_{0}$ and an interval $\Delta \tau$ small enough to make possible to consider the functions $c(\tau), T(\tau)$ et $R(\tau)$ as invariant. The line element can be written:

$$
\begin{equation*}
d s^{2}=\left[C\left(\tau_{o}\right)\right]^{2}\left[T\left(\tau_{o}\right)\right]^{2} d \tau^{2}-\left[R\left(\tau_{o}\right)\right]^{2}\left[d u^{2}+u^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right)\right] \tag{26b}
\end{equation*}
$$

the functions being linked through:

$$
\begin{equation*}
R\left(\tau_{\mathrm{o}}\right)=C\left(\tau_{\mathrm{o}}\right) T\left(\tau_{\mathrm{o}}\right) \tag{27}
\end{equation*}
$$

During this short interval $\left(\tau_{\mathrm{o}}, \tau_{\mathrm{o}}+\Delta \tau\right)$ write:

$$
\begin{align*}
& t=T\left(\tau_{\mathrm{o}}\right) \tau  \tag{28}\\
& r=R\left(\tau_{\mathrm{o}}\right) u \tag{29}
\end{align*}
$$

We choose (28) as a definition of the physical time. During this small time interval ( $\left.\tau_{\mathrm{o}}, \tau_{\mathrm{o}}+\Delta \tau\right)$ we can write the following line element:

$$
\begin{equation*}
d s^{2}=\left[c\left(\tau_{o}\right)\right]^{2} d t^{2}-d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right) \tag{30}
\end{equation*}
$$

Using Cartesian coordinates:

$$
\begin{equation*}
d s^{2}=\left[c\left(\tau_{o}\right)\right]^{2} d t^{2}-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2} \tag{31}
\end{equation*}
$$

Considering the null geodesics, we obtain the value $c\left(\tau_{0}\right)$ of the speed of light at the instant $\tau_{0}$

## VI. SOLVING THE PROBLEM OF THE COSMOLOGICAL HORIZON

Imagine that light propagates along the $x$ direction. We have:

$$
\begin{equation*}
d x=c(\tau) d t \tag{32}
\end{equation*}
$$

Express all as functions of the length scale factor $R$ :

$$
\begin{equation*}
c \approx \frac{1}{\sqrt{R}}, d t=T(\tau) d \tau, d \tau=\frac{d x^{\circ}}{x^{\circ}}=\frac{d R}{R}, T \approx R^{3 / 2} \tag{33}
\end{equation*}
$$

The horizon is given by the integral:

$$
\begin{equation*}
\text { horizon }=\int c d t=\int_{0}^{R} C(\xi) T(\xi) \frac{d \xi}{\xi}=\int_{0}^{R} \frac{1}{\sqrt{\xi}} \xi^{3 / 2} \frac{d \xi}{\xi}=\int_{0}^{R} d \xi=R \tag{34}
\end{equation*}
$$

It varies like the length scale factor $R$, which ensures the homogeneity of the Universe at any time.

As all this model goes with a Planck length varying like $R$ (while the Planck time varies like $T$ ) we see that the Planck barrier disappears. The creation of this Planck barrier is due to the hypothesis that the constants of physics do not vary. Then we project the local and present aspect of microphysics towards the most distant past.

## VII. ABOUT TIME

What is time when we consider the very early state of the Universe, when all the particles cruise at relativistic velocities? How can we build a physical clock? If that is not possible, what is the meaning of a time that no one could measure?

Let us go back to our system composed of two masses circling around their common center of gravity, now considered as an elementary clock. There is no absolute measurement of time, only a relative measure, a comparison of a duration with respect to a reference one. In any case a turn represents some sort of time measurement. Following the breadcrumbs trail that is the chronological time-marker $x^{\circ}$ we can count how many turns occur from a given instant $X^{\circ}$ to the value zero of $x^{\circ}$. The period is t :

$$
\begin{equation*}
\text { period }=\frac{2 \pi r^{3 / 2}}{G m} \tag{35}
\end{equation*}
$$

But:

$$
\begin{equation*}
G m=\text { constant, } r \approx R, \text { period } \approx R^{3 / 2} \approx x^{\circ} 3 / 2 \tag{36}
\end{equation*}
$$

During a certain interval $d x^{\circ}$ of the chronological time-marker the number of turns increases by:

$$
\begin{equation*}
d n=\frac{d x^{\circ}}{x^{\circ} / 2} \tag{37}
\end{equation*}
$$

Between $x^{\circ}=0$ and $x^{\circ}=X^{\circ}$ the number of turns is:

$$
\begin{equation*}
n=\int_{0}^{x^{*}} \frac{d x^{\circ}}{x^{\circ} 3 / 2}=\left[\frac{1}{\sqrt{x^{\circ}}}\right]_{0}^{X^{*}}=\text { infinite } \tag{38}
\end{equation*}
$$

We may consider a turn of this "elementary clock" as an "elementary event". From a mathematical point of view, the Robertson-Walker solution starts from a zero value of the length scale factor $R$. The count of the number of turns of our "elementary clock" evokes well known Zeno's paradoxes.

What could be the meaning of such a result? It seems to mean that when we go backwards in time, towards what we consider as an origin or singularity, an infinite number or "elementary events" occurs. Then the universe looks like a very peculiar book. The chronological time-marker $x^{\circ}$ is the width of the book. As we flick through it to get back to the beginning, its pages get thinner and thinner. Infinity of pages needs to
be flicked through to get to the start of the beginning, and we can never read the author's preface.

## VIII. THE EVOLUTION OF THE CONSTANTS OF PHYSICS

For the early Universe we have assumed that a symmetry breaking occurred during the radiation-dominated era. Then the evolution was phrased through equations (12) to (21). A question arises. If there is a phase transition, when does it occur and why? We cannot answer the question at the present time. If we express the generalized gauge process, choosing the density of electromagnetic energy (which is dominant) as the "leading parameter", we obtain:

$$
\begin{align*}
G \approx \sqrt{\rho} \quad m \approx m_{e} \approx \frac{1}{\sqrt{\rho}} \quad h \approx \rho^{-3 / 4} \quad c \approx v \approx \rho^{1 / 4} \quad \mu_{o} \approx \frac{1}{\sqrt{\rho}}  \tag{39}\\
R \approx \frac{1}{\sqrt{\rho}} \quad T \approx \rho^{-3 / 4} \quad E \approx \rho^{-3 / 4} \quad B \approx \sqrt{\rho} \quad e \approx \rho^{-1 / 4}
\end{align*}
$$

Just to fix ideas we can introduce some function which involves/some functions which involve a critical value of this density:

$$
\begin{align*}
& G=G_{o} \sqrt{\vartheta(\rho)} \quad m=m_{o} \frac{1}{\sqrt{\vartheta(\rho)}} \quad h=h_{o}[\vartheta(\rho)]^{-3 / 4} \\
& c=c_{o}[\vartheta(\rho)]^{1 / 4} \quad e=e_{o}[\vartheta(\rho)]^{-1 / 4} \tag{40}
\end{align*}
$$

with:

$$
\vartheta(\rho)=1+\frac{\rho}{\rho_{c r}}=1+x
$$

we get:


Fig. 8 - Compared evolutions of the constants of physics in the early universe
There are regions in the Universe where density can reach extremely high values: in the cores of neutron stars (in such a place it is as if the universe's evolution
was going backward in time). The state of the matter in the core of the star is similar to that of the very early Universe). It could be interesting to consider the evolution of this star core beyond a certain density value, as accompanying an alteration of local physical constants, as local length and time scale factors. We speculate that this could modify the topology inside the core, bearing a hypertoric space bridge suitable for transferring excess matter to another Universe. Another paper will discuss this possibility, giving insights into the first work undertaken on this idea.

## IX. CONCLUSION

We started from the remark that the Robertson-Walker solution, assuming the cosmos is isotropic and homogeneous, does not describe the observed universe since it is clearly non-homogeneous, and that expansion is supposed not to occur within the vast regions occupied by galaxies. We suggested this non-homogeneity was born from a symmetry breaking that happened in a distant past, where the three dimensional hypersurface lost its symmetry $\mathrm{O}(3)$.

We proposed the hypothesis that masses, and in particular a couple of masses $m$ linked by gravitational force and orbiting around their common center of gravity, follow the geodesics of the four-dimensional space-time hypersurface. We have shown that this is possible, if the equations of physics are to keep their validity, only if the physical constants undergo joint variations.

We established the gauge variation laws linking them, as well as the length and time scale factors. We obtained a description of cosmic evolution where the cosmological horizon varies like the length scale factor, which guarantees the homogeneity of the early Universe without calling on the inflation theory.

In this generalized gauge process, before the symmetry breaking occurs, all characteristic lengths of physics vary like the length scale factor $R$, while all characteristic times vary like the time scale factor $T$. In this way the Plank barrier disappears.

Focusing on our two mass system linked by gravitational force, we assimilated it to an elementary clock where time would be measured by each turn count. After the symmetry breaking, the number of turns evolves like classical cosmic time, following from $x^{\circ}=c t$ with $c$ being an absolute constant. We have shown that in the previous era, before this symmetry breaking, the elementary clock makes an infinite number of turns which brings up the problem of the definitions of "time" and of the "origin".
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# SOLUTIONS OF A COSMOLOGICAL SCHRODINGER EQUATION FOR EXACT GRAVITATIONAL WAVES BASED ON A FRIEDMAN DUST UNIVERSE WITH EINSTEIN'S LAMBDA 
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In an earlier paper, it was shown that the cosmological model that was introduced in a sequence of three earlier papers under the title A Dust Universe Solution to the Dark Energy Problem, originally described by the Friedman equations, can be expressed as a solution to a non-linear Schrodinger equation. In this paper, a large collection of solutions to this Schrodinger equation are found and discussed in the context of relaxing the uniform mass density condition usually employed in cosmology theory. The surprising result is obtained that this non-linear equation can have its many solutions linearly superposed to obtain solution of the cosmology theory problem of great generality and applicability.

Keywords: cosmological Schrodinger equation, gravitational waves, Friedman dust universe, cosmology theory.
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## I. INTRODUCTION

The work to be described in this paper is an application of the cosmologi-cal model introduced in the papers A Dust Universe Solution to the Dark Energy Problem [23], Existence of Negative Gravity Material. Identification of Dark Energy [24] and Thermodynamics of a Dust Universe [32] together with applications of those papers to the cosmological constant problem, the cosmological coincidence problem and other subsidiary cosmological prob-lems.

The conclusions arrived at in those papers was that the dark energy sub-stance is physical material with a positive density, as is usual, but with a negative gravity, -G, characteristic and is twice as abundant as has usually been considered to be the case. References to equations in those papers will be prefaced with the letter A, B and C respectively. The work in $\mathrm{A}, \mathrm{B}$ and C , and the application here have origins in the studies of Einstein's general relativity in the Friedman equations context to be found in ref-erences ([16],[22],[21],[20],[19],[18],[4],[23]) and similarly motivated work in references ([10],[9],,[8],[7],[5]) and ([12],[13],[14],[15],[7],[25],[3]). Other useful sources of information are ([17],[3],[30],[27],[29],[28]) with the measurement essentials coming from references ([1],[2],[11],[37]). Further references will be mentioned as necessary. The application of the cosmological model in-troduced in the papers A [23], B,[24] and C [32], in paper E, ([36]), is to the extensively discussed and analysed Cosmological Coincidence Problem. In the paper D, [34], it was shown that the quantum vacuum polarisation idea can be seen to play a central role in the Friedman dust universe model in-troduced by the author. In the paper, [40], it was
shown that the Friedman equation structure can be converted into a non-linear Schr"odinger equation structure. Here, this aspect is further developed by supplementing the solu-tions to this time only equation with a dependence on a three dimensional space position vector, r , so that the equation remains consistent with its cosmological origin. This step then enables finding cosmological models that are not restricted to having a mass density that is certainly time dependent but otherwise remains constant over all three dimensional position space at every definite time. It is convenient here to give a very brief reminder of the structure of Schrodinger theory in relation to the Friedman equations. The two Friedman equations from general relativity and the Schrodinger equation from quantum theory have the following three forms,

$$
\begin{gather*}
8 \pi G \rho r^{2} / 3=r^{\cdot 2}+\left(k-\Lambda r^{2} / 3\right) c^{2}  \tag{1.1}\\
-8 \pi G P r / c^{2}=2 r^{\cdot}+r^{2} / r+(k / r-\Lambda r) c^{2}  \tag{1.2}\\
i \hbar \frac{\partial \Psi(\mathbf{r}, t)}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \Psi(\mathbf{r}, t)+V(\mathbf{r}) \Psi(\mathbf{r}, t)  \tag{1.3}\\
E_{n} \Psi_{n}(\mathbf{r}, t)=i \hbar \frac{\partial \Psi_{n}(\mathbf{r}, t)}{\partial t}  \tag{1.4}\\
\nabla=\mathbf{i} \partial / \partial x+\mathbf{j} \partial / \partial y+\mathbf{k} \partial / \partial z  \tag{1.5}\\
\rho_{Q}(\mathbf{r}, t)=\Psi(\mathbf{r}, t) \Psi^{*}(\mathbf{r}, t)  \tag{1.6}\\
\Psi(\mathbf{r}, t)=\sum_{n} \int c_{n} \Psi_{n}(\mathbf{r}, t) . \tag{1.7}
\end{gather*}
$$

The non-linear Schrodinger equation that was obtained in reference [40] has the form

$$
\begin{align*}
& i \hbar \partial \Psi_{n l, \rho}(t) / \partial t=\left(V_{C}(t)\right) \Psi_{n l, \rho}(t)  \tag{1.8}\\
& V C(\mathrm{t})=-(3 \mathrm{i} \sim / 2) \mathrm{H}(\mathrm{t}) \tag{1.9}
\end{align*}
$$

and can be compared with the general linear Schr"odinger equation at (1.3). The nonlinearity of the cosmological version is indicated by the feedback potential $\mathrm{V}_{\mathrm{C}}(\mathrm{t})$, (1.9) replacing the external potential at (1.3). The state vector $\mathrm{nl},{ }^{\wedge}(\mathrm{t})$ in the cosmology version initially has no dependence on local position denoted by the three vector, r , as in the quantum version, (1.3). This deficiency will be rectified in the following section.

## II. POSITION VARIABLE COSMOLOGY SCHRODINGER EQUATION

Before starting this section, it is necessary to make some remarks about the dimensionality of the usual physical position coordinate vector, $\mathbf{r}=\mathrm{xi}+\mathrm{y} \mathbf{j}+\mathrm{zk}$. This is often taken to have the dimension, $m$, physical length. The relativistic metric used in this theory is of the form

$$
\begin{equation*}
d s^{2}=c^{2} d t^{2}-r^{2}(t)\left(d \grave{x}^{2}+d \grave{x}^{2}+d \grave{x}^{2}\right) \tag{2.1}
\end{equation*}
$$

In this work up to date, I have taken the scale factor $\mathrm{r}(\mathrm{t})$ to represent the physical radius of the universe at epoch time $t$ so that it has the dimension $m$, physical length. If as the usual, c metric has will the have physical the dimensions dimension $\mathrm{ms}^{-1}$ and and t so has the the vector, physical $\mathrm{r}^{`}{ }^{`} \mathrm{i}+$ dimension, $y^{`} \mathrm{j}+\mathrm{s}$, $\mathrm{z}^{`} \mathrm{k}$, then will ds being dimensionless and this is indicated by the above grave accent. The theory I am working with here is non-linear and attempting to use dimensioned position coordinates can lead to dimensionality chaos. Thus from now on, I shall usually work with the dimensionless position coordinates and use the grave sign to indicate this. Consistent with this policy it is useful it define the dimensionless quantities using the fundamental length as follows and starting with a dimensionless radius for the universe, $\mathrm{r}^{\prime}(\mathrm{t})$,

$$
\begin{align*}
\grave{r}(t) & =r(t) / R_{\Lambda}  \tag{2.2}\\
\grave{x} & =x / R_{\Lambda}  \tag{2.3}\\
\grave{y} & =y / R_{\Lambda}  \tag{2.4}\\
\grave{z} & =z / R_{\Lambda} . \tag{2.5}
\end{align*}
$$

I shall also use the grave accent to indicate that a function is dimensionless as with $\mathrm{f}^{\mathrm{f}}(\mathrm{r})$. My strategy in the following work is firstly, to introduce space dependence, $\mathrm{r}^{`}$, into the cosmological Schr"odinger equation (1.8) and then, secondly to show that the introduction of an $r^{`}$ dependence can be made consistent with the original Friedman equations structure without damaging their validity as a rigorous solution to Einstein's field equations. Firstly, I rewrite the purely time dependent equation (1.8) assuming an extra dependence on $\mathrm{r}^{`}$ in the original state vector $\mathrm{nl},^{\wedge}(\mathrm{t})$, while leaving the feedback term unchanged.

$$
\begin{gather*}
i \hbar \partial \Psi_{n l, \rho}(t, \grave{\mathbf{r}}) / \partial t=\left(V_{C}(t)\right) \Psi_{n l, \rho}(t, \grave{\mathbf{r}})  \tag{2.6}\\
V_{C}(t)=-(3 i \hbar / 2) H(t) \tag{2.7}
\end{gather*}
$$

The first question that arises is, can this step be done consistently? The answer to this is in the aÿrmative as can be shown as follows. Rewrite (2.6) as equation (2.8) and followed by the time integration at (2.9) and then inverting the logarithm at (2.10)

$$
\begin{align*}
\partial \ln \Psi_{n l, \rho}(t, \grave{\mathbf{r}}) / \partial t & =-(3 / 2) H(t)  \tag{2.8}\\
\ln \left(\Psi_{n l, \rho}(t, \grave{\mathbf{r}}) / \Psi_{n l, \rho}\left(t_{0}, \grave{\mathbf{r}}\right)\right) & =-(3 / 2) \int_{0}^{t} H\left(t^{\prime}\right) d t^{\prime}  \tag{2.9}\\
\Psi_{n l, \rho}(t, \grave{\mathbf{r}}) & =\Psi_{n l, \rho}\left(t_{0}, \grave{\mathbf{r}}\right) \exp \left(-\frac{3}{2} \int_{t_{0}}^{t} H\left(t^{\prime}\right) d t^{\prime}\right)  \tag{2.10}\\
\Psi_{n l, \rho}\left(t_{0}, \grave{\mathbf{r}}\right) & =\Psi_{n l, \rho}\left(t_{0}\right) \grave{f}(\grave{\mathbf{r}}) \tag{2.11}
\end{align*}
$$

Thus introducing a dimensionless function, f', with r` dependence presents no problems. It means just multiplying the original time only dependent wave function, \(\mathrm{nl},{ }^{\prime}(\mathrm{t} 0)\), with the purely space dependent function, \(\mathrm{f}^{\prime}\left(\mathrm{r}^{`}\right)\). This also partially justifies not including any space variation in the Hubble function, $\mathrm{H}(\mathrm{t})$. However, this last point will be fully justified when the act on the purely time dependent Friedman equations, (1.1) and (1.2), is examined in the next paragraph. I should be remarked that the function $f^{\prime \prime}\left(r^{\prime}\right)$ can be a complex valued function in the context of quantum theory wave function structure. This fact will be seen to be useful as the story unfolds.

The relation of the cosmological Schrodinger equation and the Friedman equations clearly has to be mutual consistency. A threat to this consistency is the obvious difference between the purely time dependent mass density function ${ }^{\wedge}(\mathrm{t})$ in the Friedman set and the now proposed space time variabil-ity through $r$ in the Schr"odinger equation wave function, (2.10). In using the original Friedman equations, (1.1) and (1.2), it has been common prac-tice to assume that ${ }^{\wedge}(\mathrm{t})$ is a purely time dependent mass density chosen as a working approximation to a correct more general time and space dependant version and so rendering diÿcult mathematics viable though less physically accurate. This was my starting position when I wrote the first paper, A, in this sequence of papers. However, having found the non-linear Schr"odinger equation (1.8) it has become clear that the common practice position with regard to ${ }^{\wedge}(\mathrm{t})$ needs some modification. My view now is that ${ }^{\wedge}(\mathrm{t})$ is a correct quantity in its own right, giving information about the cosmology structure as a global entity. Its definition is repeated below,

$$
\begin{align*}
& \rho(t)=M_{U} / V_{U}(t)  \tag{2.12}\\
& M_{U}=\rho(t) V_{U}(t), \tag{2.13}
\end{align*}
$$

where $M_{U}$ is the total conserved positively gravitational mass of the universe and $V_{U}(t)$ is the volume of the universe at epoch time t . If $\rho(t)$, does have a definite meaning in its own right and is not just an approximation to a better space dependent version then it can be retained with its self identity as before. This special significance of $\rho(t)$ is effectively retained by keeping it but multiplied by the space dependant contribution as in (2.11). From the existence of a possible true space and time dependent version from Schr"odinger theory it can be seen that the definition for the mass, $M_{U}$, of the universe that appears in (2.12) with the space dependent density, should be

$$
\begin{align*}
M_{U}(t) & =R_{\Lambda}^{3} \iiint_{V_{U}(t)} \rho(t, \grave{\mathbf{r}}) d \grave{x} d \grave{y} d \grave{z}  \tag{2.14}\\
& =R_{\Lambda}^{3} \iiint_{V_{U}\left(t_{0}\right)} \rho\left(t_{0}, \grave{\mathbf{r}}\right) d \grave{x} d \grave{y} d \grave{z}  \tag{2.15}\\
& =M_{U}=a \text { constant }  \tag{2.16}\\
\rho\left(t_{0}, \grave{\mathbf{r}}\right) & =\Psi_{n l, \rho}\left(t_{0}, \grave{\mathbf{r}}\right) \Psi_{n l, \rho}^{*}\left(t_{0}, \grave{\mathbf{r}}\right)=\Psi_{n l, \rho}\left(t_{0}\right) \Psi_{n l, \rho}^{*}\left(t_{0}\right) \grave{f}(\grave{\mathbf{r}}) f^{*}(\grave{\mathbf{r}})  \tag{2.17}\\
& =\rho\left(t_{0}\right) \grave{f}(\grave{\mathbf{r}}) \grave{f}^{*}(\grave{\mathbf{r}}) \tag{2.18}
\end{align*}
$$

where $V_{U}(t)$ is the volume of the universe at time t , the time dependent spherical volume over which the integration is taken at time $t$ and equations,(2.14), (2.15) and (2.16), holding because the total mass within the universe is a constant over time. In other words $M_{U}$ is a time conserved quantity or within the universe's changing boundary, density movement should satisfy the equation of continuity which in the usual coordinates is

$$
\begin{equation*}
\partial \rho(t, \mathbf{r}) / \partial t=-\nabla(\mathbf{v}(t, \mathbf{r}) \rho(t, \mathbf{r})) \tag{2.19}
\end{equation*}
$$

From equations (2.15) and (2.18), we get

$$
\begin{align*}
M_{U}\left(t_{0}\right) & =R_{\Lambda}^{3} \iiint_{V_{U}\left(t_{0}\right)} \rho\left(t_{0}, \grave{\mathbf{r}}\right) d \grave{x} d \grave{y} d \grave{z}  \tag{2.20}\\
& =\rho\left(t_{0}\right) R_{\Lambda}^{3} \iiint_{V_{U}\left(t_{0}\right)} \grave{f}(\grave{\mathbf{r}}) \grave{f^{*}}(\grave{\mathbf{r}}) d \grave{x} d \grave{y} d \grave{z} \tag{2.21}
\end{align*}
$$

Thus once the function, $f^{\prime}\left(\mathbf{r}^{`}\right)$, is chosen, it appears that we can find the constant value of the mass of the universe, $M_{U}$. However, this appearance is deceptive because there is the complication that to get a constant valued numerical value from this equation we have to have a constant valued volume to integrate over while $V_{U}\left(t_{0}\right)$ depends on $\mathrm{t}_{0}$ and so is in a sense time variable. It is necessary to have a value for $\mathrm{M}_{\mathrm{U}}$ so that the value of the dimensioned length multiplier $b=(R \lambda / c) 2 / 3\left(2 M_{U} G\right) 1 / 3$ in the radius of the universe can be considered known,

$$
\begin{align*}
& r(t)=b \sinh ^{2 / 3}\left( \pm 3 c t /\left(2 R_{\Lambda}\right)\right)  \tag{2.22}\\
& b=\left(R_{\Lambda} / c\right)^{2 / 3} C^{1 / 3}  \tag{2.23}\\
& R_{\Lambda}=(3 / \Lambda)^{1 / 2}  \tag{2.24}\\
& C=2 M_{U} G \tag{2.25}
\end{align*}
$$

Thus we seem to be left with the only options of finding the value of $\mathrm{M}_{\mathrm{U}}$ from experiment or just accept that it is an arbitrary dimensioned constant until some alternative route to finding its value is found. The numerical value of $M_{U}$ makes no difference to the theoretical structure of the theory, it only effects the numerical value of Rindler's constant, C, and any quantity in which this constant appears as a numerical multiplier which beside $r(t)$ the velocity of expansion $v(t)$ and the acceleration, $a(t)$, are involved. However, importantly for the non-linear Schrodinger equation, $\mathrm{H}(\mathrm{t})$, does not involve the value of $\mathrm{M}_{\mathrm{U}}$,

$$
\begin{equation*}
H(t)=\dot{r}(t) / r(t)=\left(c / R_{\Lambda}\right) \operatorname{coth}\left(3 c t /\left(2 R_{\Lambda}\right)\right) \tag{2.26}
\end{equation*}
$$

Because the integral in (2.21) is over the volume of the universe $\mathrm{V}_{\mathrm{U}}\left(\mathrm{t}_{0}\right)$ which is given by

$$
\begin{align*}
\frac{M_{U}}{V_{U}\left(t_{0}\right)} & =\left(\frac{3}{8 \pi G}\right)\left(\frac{c}{R_{\Lambda}}\right)^{2} \sinh ^{-2}\left(\frac{3 c t_{0}}{2 R_{\Lambda}}\right)=\rho\left(t_{0}\right) \\
& =\left(\frac{\rho_{\Lambda}^{\dagger}}{2}\right) \sinh ^{-2}\left(\frac{3 c t_{0}}{2 R_{\Lambda}}\right)=\rho\left(t_{c}\right)=\frac{M_{U}}{V_{U}\left(t_{c}\right)}  \tag{2.27}\\
M_{U}\left(t_{0}\right) & =\rho\left(t_{0}\right) R_{\Lambda}^{3} \iiint_{V_{U}\left(t_{0}\right)} \grave{f}(\grave{\mathbf{r}}) \grave{f}^{*}(\grave{\mathbf{r}}) d \grave{x} d \grave{y} d \grave{z}  \tag{2.28}\\
M_{U}\left(t_{0}\right) & =M_{U}\left(t_{0}\right) \frac{R_{\Lambda}^{3}}{V_{U}\left(t_{0}\right)} \iiint_{V_{U}\left(t_{0}\right)} \grave{f}(\grave{\mathbf{r}}) \grave{f^{*}(\grave{\mathbf{r}}) d \grave{x} d \grave{y} d \grave{z}}  \tag{2.29}\\
1 & =\frac{R_{\Lambda}^{3}}{V_{U}\left(t_{0}\right)} \iiint_{V_{U}\left(t_{0}\right)} \grave{f}(\grave{\mathbf{r}}) \grave{f}^{*}(\grave{\mathbf{r}}) d \grave{x} d \grave{y} d \grave{z} \tag{2.30}
\end{align*}
$$

the relation, (2.30), gives a normalisation condition over physical space on a probability function density of space position variability,

$$
\operatorname{space}(\mathbf{r})=f^{\prime}\left(\mathbf{r}^{\prime}\right) f^{\prime} *\left(\mathbf{r}^{\prime}\right),
$$

following by cancellation of the mass of the universe $M_{U}$ in the previous equation, which apparently holds from some definite time, $t_{0}$, at least. Thus the function $\rho s p a c e(\mathbf{r})$ is just what is needed to describe the probability for finding mass at position $\mathbf{r}$, in the Schr"odinger equation cos-mology context at time, $t_{0}$. However, consistency demands that equation (2.30) holds, at least, for some specific time $t_{0}$. Thus we need to check out that such a time exists. From equation (2.27), we see much that we knew all along but, usefully, we see the value for the volume of the universe at time $t_{c}$, the time when deceleration changes to acceleration, is the obviously very constant value,

$$
\begin{equation*}
V_{U}\left(t_{c}\right)=\frac{M_{U}}{\rho_{\lambda}^{\dagger}}=\left(\frac{4 \pi M_{U} G}{3}\right)\left(\frac{R_{\Lambda}}{c}\right)^{2} \tag{2.31}
\end{equation*}
$$

that we need to evaluate the apparently time dependent multiples integrals such as

$$
\begin{equation*}
1=\frac{R_{\Lambda}^{3}}{V_{U}\left(t_{c}\right)} \iiint_{V_{U}\left(t_{c}\right)} \grave{f}(\grave{\mathbf{r}}) \grave{f}^{*}(\grave{\mathbf{r}}) d \grave{x} d \grave{y} d \grave{z} \tag{2.32}
\end{equation*}
$$

Thus we seem very near a prescription for a usable cosmological Schr"odinger equation. However, given a space dependent solution like (2.10) it is likely that the part $-\frac{\hbar^{2}}{2 \mathrm{~m}} \nabla^{2} \Psi\left({ }^{`} r, t\right)$ of the quantum version at (1.3) would occur and this might render the cosmological quantum version not consistent with cosmology. It is by no means certain that such a complication would neces-sarily occur and not be handleable but certainly it can be avoided by playing safe and imposing the condition on this term as being zero as follows,

$$
\begin{equation*}
\frac{\hbar^{2}}{2 \mathrm{~m}} \nabla^{2} \Psi(t, \grave{\mathbf{r}})=0 \tag{2.33}
\end{equation*}
$$

This implies that the function $\mathrm{f}^{\prime}\left(\mathrm{r}^{\prime}\right)$ from equation (2.11) also satifies the Laplace equation,

$$
\begin{equation*}
\nabla^{2} \grave{f}(\grave{\mathbf{r}})=0 \tag{2.34}
\end{equation*}
$$

The Laplace equation has a very large number of solutions. Thus there are many possible space dependent versions for the wave function, $\Psi\left(t, \mathbf{r}^{`}\right)$. Furthermore, I shall show that in spite of the cosmological Schrodinger being non-linear, the many solutions of the Laplace equation can be linearly superposed to produce yet more solutions. Thus although the condition (2.33) reduces the number of possibilities that might be considered for the space dependent wave function it leaves us more than enough solutions to think about for a very long time. It does have another advantage that could turn out to be important concerning a possible quantum conjugate momentum, $\mathfrak{p}^{\wedge}$, for the space variable $r$. This can be defined as

$$
\begin{equation*}
\hat{\mathbf{p}}_{C}=\frac{\hbar \partial}{\partial \mathbf{r}}=\hbar \nabla . \tag{2.35}
\end{equation*}
$$

and this momentum exists as a result of the Laplace equation (2.33) and automatically takes the form after operating on the wave function as follows

$$
\begin{equation*}
\hat{\mathbf{p}}_{C} \Psi(t, \grave{\mathbf{r}})=\hbar \nabla \wedge \mathbf{g}(t, \grave{\mathbf{r}}) \tag{2.36}
\end{equation*}
$$

where $g\left(t, r^{\prime}\right)$ is some definite vector function of $t$ and $r^{`}$.
The wave motion followed by the dark mass dark energy time relation process can help to identify the effect that introducing position dependence has on the hyperspace vacuum. Space dependence implies the need to see this process as also space dependent. The density functions for the dark mass, dark energy and the ratio, $r^{\prime}, D_{M}(t)$, of dark energy to dark mass as functions of the time only global process are respectively represented by

$$
\begin{gather*}
\rho(t)=(3 /(8 \pi G))\left(c / R_{\Lambda}\right)^{2} \sinh ^{-2}\left(3 c t /\left(2 R_{\Lambda}\right)\right)  \tag{2.37}\\
\rho_{\Lambda}^{\dagger}=(3 /(4 \pi G))\left(c / R_{\Lambda}\right)^{2}  \tag{2.38}\\
r_{\Lambda, D M}(t)=\rho_{\Lambda}^{\dagger} / \rho(t)=2 \sinh ^{2}\left(3 c t /\left(2 R_{\Lambda}\right)\right)  \tag{2.39}\\
r_{\Lambda, D M}\left( \pm t_{c}\right)=2 \sinh ^{2}\left( \pm 3 c t_{c} /\left(2 R_{\Lambda}\right)\right)=1 \tag{2.40}
\end{gather*}
$$

The space time dependent version for (2.37) is given simply by multiplying both sides of this equation by the space dependant contribution $f^{\prime}\left(r^{\prime}\right) f^{\prime} \quad\left(r^{\prime}\right)$ giving

$$
\begin{align*}
\rho(t, \mathbf{r}) & =(3 /(8 \pi G))\left(c / R_{\Lambda}\right)^{2} \grave{f}(\grave{\mathbf{r}}) \grave{f}(\grave{\mathbf{r}}) \sinh ^{-2}\left(3 c t /\left(2 R_{\Lambda}\right)\right)  \tag{2.41}\\
& =\left(\Lambda c^{2} /(8 \pi G)\right) \grave{f}(\grave{\mathbf{r}}) \grave{f^{*}}(\grave{\mathbf{r}}) \sinh ^{-2}\left(3 c t /\left(2 R_{\Lambda}\right)\right) . \tag{2.42}
\end{align*}
$$

From equation (2.42), it follows that the cosmological constant $\Lambda$ and the space dependence function can be taken together to define a local space dependent cosmological function, $\Lambda(\mathbf{r})$, associated with any specific solution of the Laplace equation as follows

$$
\begin{align*}
\Lambda(\mathbf{r}) & =\Lambda \grave{f}(\grave{\mathbf{r}}) \grave{f}^{*}(\grave{\mathbf{r}})  \tag{2.43}\\
& =\Lambda \grave{f}\left(\mathbf{r} / R_{\Lambda}\right) \grave{f}^{*}\left(\mathbf{r} / R_{\Lambda}\right) \tag{2.44}
\end{align*}
$$

It follows from this definition, that the mean value of the cosmological func-tion is equal to $\Lambda$ for all solutions of the Laplace equation. In other words, the cosmological function is centred on Einstein's cosmological constant.

The linearity superposition of the various solutions of the Cosmological Schrodinger equation (1.8) to produce more solutions follows from (2.10) as in the following. Suppose we have two arbitrarily chosen spatially different solutions of this equation labelled with subscripts 1 and 2 as in

$$
\begin{align*}
\Psi_{n l, \rho, 1}(t, \grave{\mathbf{r}}) & =\Psi_{n l, \rho, 1}\left(t_{0}, \grave{\mathbf{r}}\right) \exp \left(-\frac{3}{2} \int_{t_{0}}^{t} H\left(t^{\prime}\right) d t^{\prime}\right)  \tag{2.45}\\
\Psi_{n l, \rho, 2}(t, \grave{\mathbf{r}}) & =\Psi_{n l, \rho, 2}\left(t_{0}, \grave{\mathbf{r}}\right) \exp \left(-\frac{3}{2} \int_{t_{0}}^{t} H\left(t^{\prime}\right) d t^{\prime}\right)  \tag{2.46}\\
\Psi_{s p p}(t, \grave{\mathbf{r}}) & =c_{1} \Psi_{n l, \rho, 1}(t, \grave{\mathbf{r}})+c_{2} \Psi_{n l, \rho, 2}(t, \grave{\mathbf{r}}) \\
& =\Psi_{s p p}\left(t_{0}, \grave{\mathbf{r}}\right) \exp \left(-\frac{3}{2} \int_{t_{0}}^{t} H\left(t^{\prime}\right) d t^{\prime}\right) \tag{2.47}
\end{align*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants and the subscript spp means super-posed. It follows from (2.47) that any number of solutions of the cosmolog-ical Schr"odiner equation can be linearly superposed to produce yet further solutions. Thus, altogether, there is vast scope to produce solutions with almost any space form whatsoever. The common feature of all the solutions is that that they all related to the common cosmological platform defined by and with the same time variation structure of the space constant density function of the Friedman equations. The final prescription for finding solu-tions to the cosmological Schrodinger equation involve the following three steps. Find any solution, f, to the three dimensional Laplace equation and involve in this solution one initially multiplicative arbitrary constant, $\mathrm{A}_{0}$. Form the space-time wave function for this solution, $\Psi(t, \mathbf{r})$. Find the value of $\mathrm{A}_{0}$ by using the probability normalisation condition and integration over the Hermitian square of $f$ over the volume of the universe at time, $\mathrm{t}_{\mathrm{c}}$. The wave function will then be completely determined. The probability density is also now fully determined via the definition $\rho_{C}(t, r)=\Psi(t, \mathbf{r}) \Psi^{*}$ $(t, \mathbf{r})$. The result will be a probability density function over space and time which is compatible with the Friedman equations from general relativity. The steps will be demonstrated in the next subsection for one typical case.

## II.A. A Simple Example

I shall finish this paper with the simplest nontrivial example giving a universe that involves a varying space and time density. One of the simplest solutions, $\mathrm{f}\left(\mathrm{r}^{`}\right)$, to the Laplace equation (2.34) is the sum of three variable complex numbers and just one arbitrary dimensionless constant, $\mathrm{A}_{0}$,

$$
\begin{align*}
f(\grave{\mathbf{r}}) & =A_{0}((\grave{x}+i \grave{y})+(\grave{y}+i \grave{z})+(\grave{z}+i \grave{x})) \\
& =A_{0}(\grave{x}+\grave{y}+\grave{z})(1+i) .  \tag{2.48}\\
\grave{f}^{*}(\grave{\mathbf{r}}) & =A_{0}(\grave{x}+\grave{y}+\grave{z})(1-i)  \tag{2.49}\\
\grave{f}(\grave{\mathbf{r}}) \grave{f}^{*}(\grave{\mathbf{r}}) & =2 A_{0}^{2}(\grave{x}+\grave{y}+\grave{z})^{2}  \tag{2.50}\\
& =2\left(A_{0} / R_{\Lambda}\right)^{2}(x+y+z)^{2}=F(\mathbf{r}), \text { say } . \tag{2.51}
\end{align*}
$$

The definition (2.51) displays the formula in terms of the physical space coordinates, x , $y, z$. The normalisation condition on the probability density,(2.30), at time $t_{c}$ requires the following two results

$$
\begin{align*}
& 1=\frac{1}{V_{U}\left(t_{c}\right)} \iiint_{V_{U}\left(t_{c}\right)} \grave{f}(\grave{\mathbf{r}}) \grave{f}^{*}(\grave{\mathbf{r}}) d x d y d z  \tag{2.52}\\
& V_{U}\left(t_{c}\right)=\left(\frac{4 \pi M_{U} G}{3}\right)\left(\frac{R_{\Lambda}}{c}\right)^{2} \tag{2.53}
\end{align*}
$$

We need to evaluate the triple integral over the physical coordinates to find the value of the arbitrary constant $A_{0}$. This will be done in spherical polar coordinates with some condensations of notation used for the sin and cos functions,

$$
\begin{gather*}
x=r \sin (\theta) \cos (\phi)=r S_{\theta} C_{\phi}  \tag{2.54}\\
y=r \sin (\theta) \sin (\phi)=r S_{\theta} S_{\phi}  \tag{2.55}\\
z=r \cos (\theta)=r C_{\theta}  \tag{2.56}\\
d x d y d z=r^{2} d r S_{\theta} d \theta d \phi  \tag{2.57}\\
0<\theta \leq \pi, 0<\phi \leq 2 \pi, 0<r \leq r\left(t_{c}\right)  \tag{2.58}\\
r\left(t_{c}\right)=\left(M_{U} G\left(R_{\Lambda} / c\right)^{2}\right)^{1 / 3} \tag{2.59}
\end{gather*}
$$

Thus the function, $F(\mathbf{r})=f^{`}\left(\mathbf{r}^{`}\right) f^{\prime}\left(\mathbf{r}^{`}\right)$, in the triple integral becomes

$$
\begin{align*}
F(\mathbf{r}) & =2\left(A_{0} / R_{\Lambda}\right)^{2}(x+y+z)^{2}  \tag{2.60}\\
& =2\left(A_{0} r / R_{\Lambda}\right)^{2}\left(S_{\theta} C_{\phi}+S_{\theta} S_{\phi}+C_{\theta}\right)^{2}  \tag{2.61}\\
& =2\left(A_{0} r / R_{\Lambda}\right)^{2}\left(\left(1+2\left(S_{\theta} C_{\phi} S_{\theta} S_{\phi}+S_{\theta} C_{\phi} C_{\theta}+S_{\theta} S_{\phi} C_{\theta}\right)\right)\right.  \tag{2.62}\\
& =2\left(A_{0} r / R_{\Lambda}\right)^{2}\left(\left(1+2\left(S_{\theta} S_{\theta} S_{\phi} C_{\phi}+S_{\theta} C_{\theta} C_{\phi}+S_{\theta} C_{\theta} S_{\phi}\right)\right)\right. \tag{2.63}
\end{align*}
$$

Introducing the further notation

$$
\begin{align*}
i_{r} & =r^{4} d r \quad I_{r}=\int_{0}^{r\left(t_{c}\right)} i_{r}=r^{5}\left(t_{c}\right) / 5  \tag{2.64}\\
i_{\theta, 1} & =S_{\theta}^{3} d \theta, \quad I_{1}=\int_{0}^{\pi} i_{\theta, 1}=\frac{4}{3}  \tag{2.65}\\
i_{\phi, 1} & =S_{\phi} C_{\phi} d \phi, \quad I_{2}=\int_{0}^{2 \pi} i_{\phi, 1}=0  \tag{2.66}\\
i_{\theta, 2} & =S_{\theta}^{2} C_{\theta} d \theta, \quad I_{3}=\int_{0}^{\pi} i_{\theta, 2}=0  \tag{2.67}\\
i_{\phi, 2} & =C_{\phi} d \phi, \quad I_{4}=\int_{0}^{2 \pi} i_{\phi, 2}=0  \tag{2.68}\\
i_{\phi, 3} & =S_{\phi} d \phi, \quad I_{5}=\int_{0}^{2 \pi} i_{\phi, 3}=0 \tag{2.69}
\end{align*}
$$

the integral element and the integral can be expressed as

$$
\begin{gather*}
d I=2\left(A_{0} r / R_{\Lambda}\right)^{2}\left(\left(1+2\left(S_{\theta} S_{\theta} S_{\phi} C_{\phi}+S_{\theta} C_{\theta} C_{\phi}+S_{\theta} C_{\theta} S_{\phi}\right)\right) r^{2} d r S_{\theta} d \theta d \phi\right. \\
=2\left(A_{0} / R_{\Lambda}\right)^{2} i_{r}\left(d \theta d \phi+2\left(i_{\theta, 1} i_{\phi, 1}+i_{\theta, 2} i_{\phi, 2}+i_{\theta, 2} i_{\phi, 3}\right)\right)  \tag{2.70}\\
I\left(t_{c}\right)=(4 / 5)\left(\frac{A_{0} \pi}{R_{\Lambda}}\right)^{2} r^{5}\left(t_{c}\right) . \tag{2.71}
\end{gather*}
$$

The last expression for $I\left(t_{c}\right)$ is all that is left after integration. The nor-malisation condition at time $t_{c}$ using (2.31) can now be used to find the numerical value of $\mathrm{A}_{0}$ by

$$
\begin{align*}
1 & =I / V_{U}\left(t_{c}\right)=(4 / 5)\left(\frac{A_{0} \pi}{R_{\Lambda}^{2}}\right)^{2} r^{5}\left(t_{c}\right)\left(\frac{3 c^{2}}{4 \pi M_{U} G}\right)  \tag{2.72}\\
& =\frac{3 A_{0}^{2} \pi}{5}\left(\frac{M_{U} G}{c^{2} R_{\Lambda}}\right)^{2 / 3}  \tag{2.73}\\
A_{0} & =\left(\frac{5}{3 \pi}\right)^{1 / 2}\left(\frac{c^{2} R_{\Lambda}}{M_{U} G}\right)^{1 / 3} \tag{2.74}
\end{align*}
$$

Thus the full solution for the wave function, the probability density and all the constants involved is as follows:

$$
\begin{align*}
\Psi_{n l, \rho}(t, \grave{\mathbf{r}}) & =\Psi_{n l, \rho}\left(t_{c}, \grave{\mathbf{r}}\right) \exp \left(-\frac{3}{2} \int_{t_{c}}^{t} H\left(t^{\prime}\right) d t^{\prime}\right)  \tag{2.75}\\
\Psi_{n l, \rho}\left(t_{c}, \grave{\mathbf{r}}\right) & =\Psi_{n l, \rho}\left(t_{c}\right) \grave{f}(\grave{\mathbf{r}})  \tag{2.76}\\
\Psi_{n l, \rho}\left(t_{c}\right) & =\left(\rho_{\Lambda}^{\dagger}\right)^{1 / 2}  \tag{2.77}\\
\grave{f}(\grave{\mathbf{r}}) & =\left(A_{0} / R_{\Lambda}\right)(x+y+z)(1+i)  \tag{2.78}\\
\rho(t, \mathbf{r}) & =2\left(A_{0} / R_{\Lambda}\right)^{2} \rho_{\Lambda}^{\dagger}(x+y+z)^{2} \exp \left(-3 \int_{t_{c}}^{t} H\left(t^{\prime}\right) d t^{\prime}\right)  \tag{2.79}\\
\rho_{\Lambda}^{\dagger} & =\frac{\Lambda c^{2}}{4 \pi G}  \tag{2.80}\\
A_{0} & =\left(\frac{5}{3 \pi}\right)^{1 / 2}\left(\frac{c^{2} R_{\Lambda}}{M_{U} G}\right)^{1 / 3} . \tag{2.81}
\end{align*}
$$

## III. CONCLUSIONS

In an earlier paper, it was shown that a non-linear Shr"odinger equation can be obtained from the Friedman cosmology equations which is entirely con-sistent with those equations. Here, the time evolution of this Schr"odinger equation is examined in relation to conservation of the universe's total pos-itive gravitational mass. This leads to the identification of a wave function for cosmology states with a definite time evolution and consequently also to a probability density for cosmology. This cosmological probability density can depend on spatial variability in addition to just the time variability of the Friedman equation structure. Consistency of the new Schr"odinger equation with its originating Friedman set is achieved by restricting solu-tions to the condition that they satisfy the Laplace equation in hyperspace. It becomes clear that, even with this restriction, a multiple infinity of so-lutions remain available and applicable. The structure of this theory seems to confirm the view often expressed about the quantum vacuum that it is a bubbling cauldron of activity in the form of random quantum transitions, such as pair production and annihilation, between short lived virtual states of fundamental particles. The expansion of the universe can be explained in such terms as a spherical advancing and evolving wave of quantum before and after measurement type conditions in reverse through the expanding oundary. Just outside the expanding boundary, the vacuum chaotic states as described by the wave function, resourced by the multiplicity of solutions of the Laplace equation, are progressively converted from chaos to a definite gravitational form suÿcient to describe the mass density that has taken up residence within the expanded boundary. The universe expansion colonises surrounding hyperspace so as to accommodate within its boundary its con-served positive gravitational mass with more territory and in a quantum form that can hold non-transient positive gravitational mass. Outside the universe the solution holds but remains a linear superposition of many var-ied chaotic transient states with mass density value centred on the value of twice Einstein's dark energy mass density $\rho_{\Lambda}{ }_{\Lambda}$.
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# 3-DIMENTIONAL EXPERIMENTS FOR OBSERVING ANISOTROPY OF SPACE 
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Results of interferometric experiment of observating space anisotropy are presented in this work. A rotated optical disc was used in construction of the interferometer on base of which experiments were making. The interferometer was continuously rotated in horizontal plane during a day and a night. A light beam from a $\mathrm{He}-\mathrm{Ne}$ laser propagated through the rotating optical disc in opposite directions. The frequency of optical disk rotation is 250 Hz .

The obtained results of measurement of interference pattern shift have a view of dipole anisotropy, and direction of a dipole coincides with the direction of dipole anisotropy of the relict radiation. In the report the signal spectrum and noise sources are discussed.

Keywords: relict radiation, dipole anisotropy, interferometer, space-time anisotropy, optics of the movable media.

PACS number: $95.75 . \mathrm{Kk}$

## I. INTRODUCTION

Experimental works are conducted jointly with the Laboratory of electrodynamics of moving media of the BMSTU Physics Department and, where experimental works for the laboratory detection of the anisotropy of the velocity space of the electromagnetic radiation in moving media are carried out.

The interest in experimental attempts of detection of anisotropy space-time are connected with known results in the measuring of the anisotropy of relict microwave radiation [1].

However earlier attempts of detecting space anisotropy were made not in radio astronomy, but in optics. Such attempts are: the classical experiments of Hoek [2], the Michelson- Morley experiments [3] and the more recent experiments of Brillet and Hall [4]. An analysis of measurement procedures performed in these experiments allows to explain the lack of anisotropy occurrence by means of methods of the actual optics of moving media and to propose more sensitive interferometric circuits.

In these works it is studied the anisotropy arising in moving optical transparent media with 3 -dimensional velocity fields. In these media, the velocity of light propagation nonlinearly depends on the vector field of the motion of the medium. As a result, optical anisotropy can depend on the orientation of the orientation of the velocity field of the moving medium relative to the velocity of motion of the interferometer in the space of independent physical variables. All numerical calculations are based on the coordinate solution of the dispersion equation.

The amplitude of the variations of the position of the interference pattern is proportional to the speed of the interferometer, but the angular dependence effect is an effect of higher-order smallness in comparison to the classical effect of light deflection.

The nature of the optical anisotropy in moving media is related to the anisotropic properties of forces linking media lattice atoms and has local character. In the case when the geometry of space-time is different from the Minkowski one, nonlinear processes of interaction between electromagnetic radiation and the moving medium will depend on spatial orientation. As a result, there must appear additional angular variations in the observed optical anisotropy.

## II. SPACE-TIME ANISOTROPY PROPPERTIES

Lets consider the case of $\mathrm{ISF}_{1}$ and $\mathrm{ISF}_{2}$ (inertial system of frame) parallel movement relative to some initial ISF.

Transformation of coordinates in this case are:

$$
\begin{equation*}
x^{\alpha}=g_{\beta i}^{\alpha} x_{i}^{\beta}, \quad i=1,2, \quad \alpha, \beta=1,2,3,4 \tag{1}
\end{equation*}
$$

where

$$
g_{\beta i}^{\alpha}=\left(\begin{array}{cccc}
\gamma_{i} & 0 & 0 & \gamma_{i} V_{i}  \tag{2}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\gamma_{i} \frac{V_{i}}{c^{2}} & 0 & 0 & \gamma_{i}
\end{array}\right), \quad \gamma_{i}=\left(1-\beta_{i}^{2}\right)^{-1 / 2}, \quad \beta_{i}=V_{i} / c
$$

We want to compare its eigen time intervals, which are reckoned by clocks in two arbitrary $\mathrm{ISF}_{\mathrm{i}}$, so we take the differential of (1)

$$
\begin{equation*}
d x^{\alpha}=g_{\beta i}^{\alpha} d x_{i}^{\beta}, \tag{5}
\end{equation*}
$$

and considering $d x_{i}^{\beta}=0$ at a value of $\beta=1,2,3$, tacking onto account that fact that clocks $T_{i}$ are at rest in $\mathrm{ISF}_{i}$. Then we could obtain two relations

$$
\begin{equation*}
d x^{4}=\gamma_{i} d x_{i}^{4} \tag{6}
\end{equation*}
$$

and excluding $d x^{4}$, we could set the following relationship

$$
\begin{equation*}
d x_{1}^{4}=\gamma_{0}\left(1+\beta_{0} \beta_{1}\right) d x_{2}^{4} \tag{7}
\end{equation*}
$$

where $\gamma_{0}=\left(1-\beta_{0}^{2}\right)^{-1 / 2}, \beta_{0}=V_{0} / c, V_{0}$ - the relative speed of movement for $\operatorname{ISF}_{i}$.
The result of the analysis depends on what ISF can be considered as the original one with respect to which coordinate transformations associated physically independent quantities.

Figure 1 shows the dependence of the time incrementation ratio measured at different ISFs $\Delta t_{1} / \Delta t_{2}$ (used in the above notations $\Delta x_{1}^{4} / \Delta x_{2}^{4}$ ) from the module of the clock relative velocity parameter $\left|\beta_{0}\right|$ when $\beta_{1}=0,2$ and when $\beta_{1}=0$ (dotted line).


Fig.1. the dependence of $\Delta t_{1} / \Delta t_{2}$ from the module of the clock relative velocity parameter

$$
\left|\beta_{0}\right| \text { when } \beta_{1}=0,2 \text { and when } \beta_{1}=0 \text { (dotted line). }
$$

From Fig. 1 one could notice that when $\beta_{0}=0$ (point $a$ ) its own clock intervals $T_{i}$ are equal. In case, when $\beta_{0}=-\beta_{1}$ (point $b$ ), clocks $T_{2}$ are at rest in the original ISF, because of this $\Delta t_{2}>\Delta t_{1}$ and the graphic has an extreme (min). In point $c$ clocks $T_{2}$ are moving in original ISF with spead eaqual to $-\beta_{1}$, similary to clocks $T_{1}$, but in the opposite direction. This case corresponds to the relative speed of movement $V_{0}=-2 V_{0} /\left(1-\beta_{1}^{2}\right)$ and $\Delta t_{1}=\Delta t_{2}$.

As a result, we infer that if the clock $T_{2}$ is at rest relatively to $T_{1}$, the time interval, counted by them is not maximal, as $\mathrm{ISF}_{l}$ moving relative to the initial ISF.

In formula (7) appeared an additional term

$$
\begin{equation*}
\delta x_{1}^{4}=\gamma_{0} \beta_{0} \beta_{1} d x_{2}^{4} \tag{8}
\end{equation*}
$$

The physical meaning of $\delta x_{1}^{4}$ is that it is a value, which decreases the time interval, counted by the moving clocks $T_{1}$ when the signal propagates from $T_{2}$ to $T_{1}$.

From the expression (9) follows the exact equity of additional effect value of clocks $T_{2}$ slowing down to kinematic effect of reducing the time propagation of the light signal from $T_{2}$ to $T_{1}$ with respect to the shift of the $T_{1}$ in original ISF.

Consequently, the clock readings depends on the relative spedd of the clock, as well as from clock speed in the space where the transformations bind physically independent variables.

As in recent years, it has been discovered that the solar system is moving relative to the relic electromagnetic radiation, it can be assumed that ISF of the independent physical variables is the ISF where the relic radiation is isotropic.

## III. EXPERIMENT

It can be proposed the experiment on speed registration in this space considering temporal variations of the interference fringes position when the orientation of the interferometer in space is varying (Fig.2). The idea of such experiment was suggested in work [5]. Works [6-8] are close in the schematics, but modern advancements of optics of moving media was not used in them.


Fig.2. In the interferometer a beam from laser $L$ is divided by $B S 2$ on two beams, which propagate in the rotating optical disk OD in two opposite directions. Because of OD rotation, one of the beams has positive phase shift, and another has negative that.

In the interferometer the light from a laser with wave length $\lambda=0,632991 \mu \mathrm{~km}$ was incident onto the flat surface of an optical disk with a diameter $D=62 \mathrm{~mm}$. Projection of path length of a beam in the medium on the flat surface of the disk $l=41$ mm , the index of refraction for the glass material was $n=1,7125$ and disk thickness was $d=10 \mathrm{~mm}$. Incident beam angle to the flat surface of the disk was $\vartheta_{0}=60^{\circ}$. Rate of disk revolutions per a second $v$ had variations within $250 \ldots 350 \mathrm{~s}^{-1}$.

An interferometer on two optical platforms with a passive vibro-stabilization system was constructed in the laboratory for Electrodynamics of moving media of the BMSTU Physics Department. On one of the platforms there is an electric drive with rotating optical disk and on the other - the remaining part of the interferometer. Both platforms were displaced on a rotating base. In order to define a possible dependence of the signal on the spatial orientation of the interferometer, signal measurements were performed by rotating the interferometer with 360 degrees in both directions.

Light is reflected on plane surfaces of the optical disk. The interferential reflecting cover of the optical disk plane surfaces was calculated on the laser wavelength.

The mixing of the interference picture is defined by the change of the time of observation.

The initial transformation of signals was performed by a National Instruments analog-digital converter, and then the numerical sequence of signals order was introduced in the personal computer and further processed.

The interferometer was located into a casing with an active thermo-stabilization system. Temperature was controlled inside and outside the interferometer by three independent channels. The rotation of the interferometer was produced by a step engine and was computer-controlled. As a measuring photo detector it was chosen a high-speed Hamamatsu phototransistor.

It was estimated the variation of position of interference fringes, depending on the anisotropy parameter $\beta$.Theoretical base for this was introduced in [9].

Difference in interferometer readings when $\beta=0$ and $\beta \neq 0$ will be equal to

$$
\begin{equation*}
\delta \Delta \approx \beta \Delta_{0} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{0}=\frac{c}{\lambda}\left(t_{2}-t_{1}\right)=\frac{l c}{\lambda \omega_{0}}\left(k_{2 n, 2}-k_{2 n, 1}\right)=\frac{4 l}{\lambda} \frac{\beta_{2 n}\left(n_{2}^{2}-1\right)}{1-n_{2}^{2} \beta_{2 n}^{2}} . \tag{10}
\end{equation*}
$$

Thus, maximal variations for the IF shift in the interferometer moving relative to the Sun with $\beta \cong 10^{-4}$ and with different orientations of the interferometer to velocity vector would have order of a value $\delta \Delta= \pm \beta \Delta_{0}= \pm 1,7 \times 10^{-5}$ (of fringe).

Estimation for fringes shift variations in the interferometer when it rotates in space with $\beta \cong 2,3 \times 10^{-3}$ gives the magnitude order $d \Delta=2 \beta \Delta_{\Sigma}^{-}=(0,78 \ldots 1,10) \times 10^{-4}$ (of a fringe).

The obtained results of measurement of interference pattern shift have a view of dipole anisotropy, and direction of a dipole coincides with the direction of dipole anisotropy of the relict radiation (We mean, that Sun moves with respect background radiation in direction constellation Lion, to point with equatorial coordinates alpha $=$ 11 h 12 m и delta $=-7,1^{\circ}$ (epoch J2000); Galactical coordinates $1=264,26^{\circ}$ и $\mathrm{b}=$ $48,22^{\circ}$ ).

Hence, we can see from the figure that variation of position of interference fringes in time region corresponds to $d\left(\frac{\Delta t}{T}\right)=2 \ldots 4 \times 10^{-2}$. This gives estimation for $\beta$ which is more on two orders then it expects proceeding from comparison with results of measurement of relict radiation anisotropy.

Thus we can conclude that it is necessary to increase signal-noise relation and gather statistics in different seasons of a year.

So, numerical estimations shown that the reached sensibility of the interferometer in the best experiments is on the level which is needed for detecting anisotropy with the parameter $\beta \cong 2,3 \times 10^{-3}$.

We introduced previous results of the experiment in which pattern shift have a view of dipole anisotropy, and direction of a dipole coincides with the direction of dipole anisotropy of the relict radiation.
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# WHAT IS VACUUM? AN ALGEBRAIC INVESTIGATION 
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Vacuum is the state which remains when a fermion, with all its special characteristics, is created out of absolutely nothing. Defining it in this way leads to a special form of relativistic quantum mechanics, which only requires the construction of a creation operator. This form of quantum mechanics is especially powerful for analytic calculation, at the same time as explaining, from first principles, many aspects of the Standard Model of particle physics. The characteristics of the weak, strong and electric interactions, in particular, can be derived from the structure of the creation operator itself.
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## I. THE NILPOTENT DIRAC EQUATION

Vacuum is the state of minimum (but seemingly nonzero) energy in quantum mechanics, it is also an active component in quantum field theory, and it is the main objective of such projected unifying theories as string theory to find the particular vacuum which makes their particle structures possible. Nevertheless, vacuum is not a well-defined concept, and the reason why nature requires it at all has never been made clear. However, it is possible to show that vacuum has an exact, mathematically precise and logically satisfying meaning, and that the discovery of that meaning is a very significant step in understanding the Standard Model of particle physics. Although this understanding requires a very particular formulation of relativistic quantum mechanics, it turns out that this is the most compact and powerful formulation available and the one that leads most readily into a quantum field representation and a rich field of interpretation in particle physics.

Physics at its most fundamental level is entirely concerned with fermions and their interactions, gauge bosons being generated by such interactions. A quantum mechanical equation for the fermionic state might therefore be expected to give us a great deal of information about these interactions and related matters. The Dirac equation, in its usual form, certainly tells us how to handle the interactions in terms of calculation, but it tells us very little about their origins and distinctive characteristics. This may be partly due to the specific mathematical form of the equation, as normally used, and it may be that a greater depth of physical information may be revealed by using a mathematical structure which is more transparent and easier to manipulate. Conventionally, we write the equation in the form

$$
\begin{equation*}
\left(\gamma^{0} \frac{\partial}{\partial t}+\gamma . \nabla+i m\right) \psi=\left(\gamma^{0} \frac{\partial}{\partial t}+\gamma^{1} \frac{\partial}{\partial x}+\gamma^{2} \frac{\partial}{\partial y}+\gamma^{3} \frac{\partial}{\partial z}+i m\right) \psi=0 \tag{1}
\end{equation*}
$$

where $g^{0}, g^{1}, g^{2}$ and $g^{3}$, are taken to be operators, which anticommute with each other, and with a fifth operator, $g^{5}=i g^{0} g^{1} g^{2} g^{3}$, and where

$$
\begin{equation*}
\left(g^{0}\right)^{2}=\left(g^{5}\right)^{2}=1 \quad\left(g^{1}\right)^{2}=\left(g^{2}\right)^{2}=\left(g^{3}\right)^{2}=-1 \tag{2}
\end{equation*}
$$

Usually, the $g$ terms are taken to be $4 \times 4$ matrices, but this is an unnecessarily restrictive condition, and the only real requirements are that they are anticommuting operators with the multiplication properties defined in (2). In fact, since the $g$ algebra is widely recognised as a Clifford algebra, it seems reasonable to use a more directly Cliffordian representation of the $g$ operators, even though we could retain the $g$ symbolism if required. The object here is not mathematical elegance but physical transparency, and so we construct an algebra which is closely related to the twistors of Penrose [1], and to Hestenes' multivariate vectors [2]. To create a system of five anticommuting operators in an associative Clifford algebra, we need at least two commuting 3-dimensional systems of units. The simplest choice which will reflect the physical properties of the terms involved appears to be a combination of quaternions and multivariate 4 -vectors. Effectively, this is equivalent to defining two vector spaces, one of which is 'ordinary' space; the other contains all other physical information at the fundamental and can be described as 'vacuum' space. The units of this algebra then become:


The quaternions (represented by bold italic symbols) obey the usual multiplication rules $\boldsymbol{i}^{2}=\boldsymbol{j}^{2}=\boldsymbol{k}^{2}=\boldsymbol{i} \boldsymbol{j} \boldsymbol{k}=-1$, with a scalar term to complete the algebra, while the multivariate vectors (represented by bold symbols) are simply complexified quaternions, with the multiplication rules $\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=-i \mathbf{i} \mathbf{j} \mathbf{k}=1$, and a corresponding imaginary scalar (or pseudoscalar) to complete the algebra. In general, multivariate vectors $\mathbf{a}$ and $\mathbf{b}$ are distinguished from ordinary vectors by defining a full product:

$$
\begin{equation*}
\mathbf{a b}=\mathbf{a} . \mathbf{b}+i \mathbf{a} \times \mathbf{b} . \tag{3}
\end{equation*}
$$

The units $\mathbf{i}, \mathbf{j}, \mathbf{k}$ are isomorphic to Pauli matrices, and Hestenes and others have shown that the additional cross-product term which appears if we make the $\nabla$ operator multivariate allows us to account for fermionic spin, even in the Schrödinger equation $[1,3]$. In the Dirac equation, the same effect results from replacing $\mathbf{g} . \nabla$ with $\mathbf{g} \nabla$, where both $\mathbf{g}$ and $\nabla$ are multivariate.
Just as the complete $g$ algebra, with all possible permutations, has 64 units (including + and - terms), and forms a group of that order, of which the five $g$ matrices are generators, so the eight units $\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}, 1, \mathbf{i}, \mathbf{j}, \mathbf{k}, i$ create a group of 64 possible combinations, which can be generated by five terms which are isomorphic to the $g$ matrices. The mappings can be done in many different ways, but all are equivalent in total structure. We will find it convenient to define two, so that we can effect a transformation:

$$
\begin{array}{lllll}
\mathrm{g}^{\mathrm{o}}=-\boldsymbol{i} \boldsymbol{i} & \mathrm{g}^{1}=\mathbf{i} \boldsymbol{k} & \mathrm{g}^{2}=\mathbf{j} \boldsymbol{k} & \mathrm{g}^{3}=\mathbf{k} \boldsymbol{k} & \mathrm{g}^{5}=\boldsymbol{i} \boldsymbol{j} \\
\mathrm{g}^{\mathrm{o}}=\boldsymbol{i} \boldsymbol{k} & \mathrm{g}^{1}=\mathbf{i} \boldsymbol{i} & \mathrm{g}^{2}=\mathbf{j} \boldsymbol{i} & \mathrm{g}^{3}=\mathbf{k} \boldsymbol{i} & \mathrm{g}^{5}=\boldsymbol{i} \boldsymbol{j} \tag{5}
\end{array}
$$

Substituting the first (4) into equation (1), we obtain

$$
\begin{equation*}
\left(-i \boldsymbol{i} \frac{\partial}{\partial t}+\boldsymbol{k} \mathbf{i} \frac{\partial}{\partial x}+\boldsymbol{k} \mathbf{j} \frac{\partial}{\partial y}+\boldsymbol{k} \mathbf{k} \frac{\partial}{\partial z}+i m\right) \psi=0 . \tag{6}
\end{equation*}
$$

A key move now is to multiply the equation from the left by $\boldsymbol{j}$, at the same time altering the $g$ representation to (5). After this transformation, the equation becomes:

$$
\begin{equation*}
\left(i \boldsymbol{k} \frac{\partial}{\partial t}+\boldsymbol{i} \frac{\partial}{\partial x}+\boldsymbol{i} \frac{\partial}{\partial y}+i \mathbf{k} \frac{\partial}{\partial z}+i \boldsymbol{j} m\right) \psi=0 . \tag{7}
\end{equation*}
$$

The remarkable thing about this equation is that it is fully symmetric. For the first time, all the $g$ terms are incorporated into the equation on the same footing. Though the 3 -dimensionality of the anticommutative operators $\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}$ and $\mathbf{i}, \mathbf{j}, \mathbf{k}$ makes their cyclic nature explicit, equation (7) does not depend on the algebraic representation. If we had been prepared to make the same change of representation which allows the transition from (6) to (7), we could have obtained the same result using the $g$ notation.

$$
\begin{align*}
-i \gamma^{5}\left(\gamma^{0} \frac{\partial}{\partial t}+\gamma^{1} \frac{\partial}{\partial x}+\gamma^{2} \frac{\partial}{\partial y}+\gamma^{3} \frac{\partial}{\partial z}+i m\right) \psi & =0 \\
\left(\gamma^{0} \frac{\partial}{\partial t}+\gamma^{1} \frac{\partial}{\partial x}+\gamma^{2} \frac{\partial}{\partial y}+\gamma^{3} \frac{\partial}{\partial z}+\gamma^{5} m\right) \psi & =0 \tag{8}
\end{align*}
$$

Collecting the multivariate terms, for convenience, we can also write equations (7) and (8) in the form

$$
\begin{gather*}
\left(i \boldsymbol{k} \frac{\partial}{\partial t}+i \nabla+i j m\right) \psi=0 .  \tag{9}\\
\left(\gamma^{0} \frac{\partial}{\partial t}+\gamma \cdot \nabla+\gamma^{5} m\right) \psi=0 \tag{10}
\end{gather*}
$$

Though these equations result only from algebraic transformations, they have a special physical significance. This becomes apparent when we apply a plane wave free particle solution to (9),

$$
\begin{equation*}
y=A e^{-i(E t-\mathbf{p} . \mathbf{r})} . \tag{11}
\end{equation*}
$$

The result is an equation of the form

$$
(\boldsymbol{k} E+i \boldsymbol{i} \mathbf{p}+i \boldsymbol{j} m) A e^{-i(E t-\mathbf{p} \cdot \mathbf{r})}=0 .
$$

This equation is only valid if $A$ is either equal to $(\boldsymbol{k} E+i \boldsymbol{i} \mathbf{p}+i j m)$ or a nonquaternionic multiple of it, because ( $\boldsymbol{k} E+i \boldsymbol{i} \mathbf{p}+i j m)$ is a nilpotent, a mathematical object that squares to zero, as in

$$
\begin{equation*}
(\boldsymbol{k} E+i \boldsymbol{i} \mathbf{p}+i \boldsymbol{j} m) i \boldsymbol{k} E+i \boldsymbol{i} \mathbf{p}+i \boldsymbol{j} m)=-E^{2}+p^{2}+m^{2}=0 . \tag{12}
\end{equation*}
$$

That is, we can write (11) in the form

$$
y=(\boldsymbol{k} E+i \boldsymbol{i} \mathbf{p}+i \boldsymbol{j} m) e^{-i(E t-\mathbf{p} \cdot \boldsymbol{r})},
$$

thus implying that a free particle wavefunction has a nilpotent amplitude. The same would be true if we had used equation (10) and the $g$ operator notation, and it must have been true even before pre-multiplication of the operator by $\boldsymbol{j}$ or $-i g^{5}$. Nilpotency is a fundamental aspect of the free fermion state, but it is not just a mathematical condition; it also has an intrinsically physical meaning, and, as we will see, it applies as much to the bound or interacting, as well as to the free, fermion state.

## II. THE 4-COMPONENT SPINOR

The conventional Dirac equation, of course, requires the wavefunction to be a spinor, with four components, structured as a column vector, representing the four combinations of particle and antiparticle, and spin up and spin down. Using $\pm E$ and a multivariate $\pm \mathbf{p}$ to represent these possibilities, we can easily see that the respective amplitudes of these states may be represented by

$$
\begin{align*}
& (\boldsymbol{k} E+i \mathbf{i} \mathbf{p}+i j m) \\
& (\boldsymbol{k} E-i \mathbf{i} \mathbf{p}+i j m) \\
& (-\boldsymbol{k} E+i \boldsymbol{i} \mathbf{p}+i j m) \\
& (-\boldsymbol{k} E-i \mathbf{i} \mathbf{~}+i j m) \tag{13}
\end{align*}
$$

each multiplied by the appropriate phase factor. However, it is convenient at this point (for intrinsically physical reasons) to change the arbitrary sign convention which we have inherited from the conventional Dirac equation, and rewrite the column vector (12) in the form:

$$
\begin{gather*}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \tag{14}
\end{gather*}
$$

Applying the usual interpretations of the terms in the Dirac 4 -spinor, we can identify these four states as representing, say,

$$
\begin{array}{cc}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & \text { fermion spin up } \\
(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & \text { fermion spin down } \\
(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & \text { antifermion spin down } \\
(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & \text { antifermion spin up }
\end{array}
$$

The meanings associated with the signs of $E$ and $\mathbf{p}$, of course, are decided purely by convention, but once this is fixed, the spin state of the particle (or, more precisely, the helicity or handedness) is determined by the ratio of the signs of $E$ and $\mathbf{p}$. So $\boldsymbol{i p} / i \boldsymbol{k} E$ has the same helicity as $(-\boldsymbol{i} \mathbf{p}) /(-i \boldsymbol{k} E)$, but the opposite helicity to $\boldsymbol{i} \mathbf{p} /(-i \boldsymbol{k} E)$.
While conventional representations require different phase factors for positive and negative energy states, the current formalism allows us to use a single phase factor, if we structure the operator as a 4-component spinor, which we can represent as a row vector operating on the 4 -component column vector forming the amplitude. Using the sign convention for amplitude as in (12), the corresponding row vector representing the differential operator would now be composed of the terms:

$$
\begin{equation*}
\left(-\boldsymbol{k} \frac{\partial}{\partial t}-i \boldsymbol{i} \nabla+\boldsymbol{j} m\right)\left(-\boldsymbol{k} \frac{\partial}{\partial t}+i i \nabla+\boldsymbol{j} m\right)\left(\boldsymbol{k} \frac{\partial}{\partial t}-i \boldsymbol{i} \nabla+\boldsymbol{j} m\right)\left(\boldsymbol{k} \frac{\partial}{\partial t}+i \boldsymbol{i} \nabla+\boldsymbol{j} m\right) \tag{15}
\end{equation*}
$$

So an abbreviated form of the Dirac equation using a 4-component spinor operator and a 4-component spinor amplitude could be represented by:

$$
\begin{equation*}
\left(\mp \boldsymbol{k} \frac{\partial}{\partial t} \mp i \boldsymbol{i} \nabla+\boldsymbol{j} m\right)( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) e^{-i(E t-\mathrm{p} . \mathrm{r})}=0 \tag{16}
\end{equation*}
$$

Of course, we can also use the symbols $E$ and $\mathbf{p}$ to represent the respective operators $i \partial / \partial t$ and $-i \nabla$, so equation (16) can also be written

$$
\begin{equation*}
( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) e^{-i(E t-\mathbf{p} . \mathbf{r})}=0 \tag{17}
\end{equation*}
$$

where the terms in the first bracket represent operators and those in the second bracket eigenvalues. This suggests that we could derive the Dirac equation (16) simply by factorizing the Einstein energy-momentum relation, as in (12), and then applying a canonical quantization to the left-hand bracket.

## III. VACUUM

The reduction to a single phase factor gives the formalism enormously increased calculating power, as finding this factor is the first objective of many calculations. Also, the correspondence in (14) and (15) between changes in the signs of $E$ and $t$ is a perfect illustration of the Feynman principle of particles having negative energy states also having reversed time direction. However, there is also a much more fundamental physical concept involved in the nilpotent structure of the wavefunction and the version of the Dirac equation represented in (17). Essentially, a particle with a nilpotent wavefunction, say $y_{1}$, will be automatically Pauli exclusive, because the combination state with an identical particle $y_{1} y_{1}$ will be zero. However, Pauli exclusion is not just true of free particles. In all cases where it has been observed, the fermions are interacting and subject to forces from other fermions. This is easily accommodated within the nilpotent formalism, as the operators $E$ and $\mathbf{p}$ need not represent just id / $\partial t$ and $-i \nabla$, but can also incorporate field terms or covariant derivatives, so that $E$ could be, say, $i \partial / \partial t+e f+\ldots$, and $\mathbf{p}$ could be, say, $-i \nabla+e \mathbf{A}+\ldots$. The eigenvalues $E$ and $\mathbf{p}$ will then represent the more complicated expressions that will result from the presence of these terms. The phase factor will be changed from the $e^{-i(E t-\mathbf{p} . \boldsymbol{r})}$ for the free particle, but
the ultimate determining property of the system will be the need to maintain Pauli exclusion for all fermions, whether free or interacting.

In a formal sense, the reduction to a single phase factor and the extra constraint of nilpotency mean that much of the formal apparatus of relativistic quantum mechanics becomes redundant, in the sense that it need not be specified independently of the operator. If we write the operator in the form $( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$, where $E$ and $\mathbf{p}$ are generic terms involving differentials and associated potentials, then the whole quantum mechanics of the system is completely specified. There is, strictly, no need for a wavefunction or even an equation. The operator alone uniquely determines the phase factor which is needed to create a nilpotent amplitude. Even the spinor representation is not strictly necessary as the first of the four terms, say ( $\boldsymbol{i} \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m$ ), uniquely specifies the remaining three by automatic sign variation, and it will often be convenient to specify the operator in this abbreviated form. We can suppose that it was the spinor structure of the original Dirac wavefunction which inhibited the development of a nilpotent formalism using $g$ operators interpreted as matrices, even though, as equation (8) shows, this would have been technically possible, for, then matrices would have been required to exist inside a spinor already structured as a column vector, and then be acted on by a matrix differential operator.

If nilpotency is universal in fermion states, then we have an immediate understanding of the concept of vacuum, and also an immediate possibility of transformation from quantum mechanics to quantum field theory, without any formal process of second quantization. To understand vacuum, we simply imagine creating a fermion ab initio, that is, from absolutely nothing, with all the characteristics that we want to give it in terms of added potentials, interaction terms, etc. Vacuum is then simply the state that is left - everything other than the fermion. If, then, the wavefunction of the fermion is, say, $y_{f}$, the wavefunction of vacuum will be $y_{v}=-y_{f}$. The superposition will be the zero state we started from, $y_{f}+y_{v}=y_{f}-y_{f}=0$, and, because the fermion is a nilpotent, the combination state

$$
y_{f f} y_{v}=-y_{f} y_{f}=-( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
$$

will also be zero. Vacuum, in this understanding, becomes the 'hole' in the zero state produced by the creation of the fermion, or, from another point of view, the 'rest of the universe' that the fermion sees and interacts with. So, if we define a fermion with interacting field terms, then the 'rest of the universe' needs to be 'constructed' to make the existence of a fermion in that state possible.

Vacuum defined in this way requires a zero totality universe, a possibility that is now very seriously considered, especially in relation to a universe beginning ab initio. A zero condition for the entire universe is logically satisfying because it is necessarily incapable of further explanation. It is also a powerful route to understanding fundamental physical concepts because vacuum now becomes an active component of the theory. Here, it is important to realise that nilpotency is a statement of a physical principle, rather than a purely mathematical operation.

The nilpotent formalism reveals that a fermion 'constructs' its own vacuum, or the entire 'universe' in which it operates, and we can consider the vacuum to be 'delocalised' to the extent that the fermion is 'localised'. Clearly, no two fermions can have the same vacuum; the vacuum for one fermion cannot act as the vacuum for another. The 'local' can be defined as whatever happens inside the nilpotent structure ( $\pm$ $i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m$ ), and the 'nonlocal' as whatever happens outside it. A 'one fermion' theory of the universe, as originally proposed by Wheeler, and reported subsequently by

Feynman [4], is therefore a serious possibility. However, a single fermion cannot be considered isolated. It must be interacting. In effect, it must construct a 'space', so that its vacuum is not localised on itself. If a fermion is point-like, its vacuum must be dispersed. In this sense, a single (noninteracting) fermion cannot exist. It can only be defined if we also define its vacuum.

Since Pauli exclusion is automatic with nilpotent wavefunctions, it is important to note that nilpotent wavefunctions or amplitudes are also Pauli exclusive in the conventional sense by being automatically antisymmetric, with nonzero

$$
y_{1} y_{2}-y_{2} y_{1}=-\left(y_{2} y_{1}-y_{1} y_{2}\right)
$$

since

$$
\begin{gather*}
\left( \pm i \boldsymbol{k} E_{1} \pm \boldsymbol{i} \mathbf{p}_{1}+\boldsymbol{j} m_{1}\right)\left( \pm i \boldsymbol{k} E_{2} \pm \boldsymbol{i} \mathbf{p}_{2}+\boldsymbol{j} m_{2}\right)-\left( \pm i \boldsymbol{k} E_{2} \pm \boldsymbol{i} \mathbf{p}_{2}+\boldsymbol{j} m_{2}\right)\left( \pm i \boldsymbol{k} E_{1} \pm \boldsymbol{i} \mathbf{p}_{1}+\boldsymbol{j} m_{1}\right)= \\
=4 \mathbf{p}_{1} \mathbf{p}_{2}-4 \mathbf{p}_{2} \mathbf{p}_{1}=8 i \mathbf{p}_{1} \times \mathbf{p}_{2} . \tag{18}
\end{gather*}
$$

The result, however, is quite remarkable, as it implies that, instantaneously, any nilpotent wavefunction must have a $\mathbf{p}$ vector in spin space (a kind of spin 'phase') at a different orientation to any other. The wavefunctions of all nilpotent fermions might then instantaneously correlate because the planes of their $\mathbf{p}$ vector directions must all intersect, and the intersections actually create the meaning of Euclidean space, with an intrinsic spherical symmetry generated by the fermions themselves.

## IV. QUANTUM MECHANICS AND THE QUANTUM FIELD

The nilpotent formalism is one in which multiple physical meanings are encoded within the symbols. The nilpotent condition itself,

$$
( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \rightarrow 0
$$

can be interpreted in many different ways, depending on the specific meaning of the symbols in the brackets, for example:

| classical variables | special relativity |
| :--- | :--- |
| operator $\times$ operator | Klein-Gordon equation |
| operator $\times$ wavefunction | Dirac equation |
| wavefunction $\times$ wavefunction | Pauli exclusion |
| wavefunction $\times(-)$ wavefunction | fermion and vacuum |

All the meanings are, of course, connected, and they also seem to encode other important aspects of physics. The fermion and vacuum connection, for example, which implies that a fermion can only be described with respect to the rest of the universe, implies a significant amount of thermodynamics, for it requires conservation of energy at all times (the first law), while denying that the fermion can ever be part of a closed system (the second law). The fermion necessarily defines an open system, and the thermodynamics of any observed system will necessarily be of a nonequilibrium nature. The most significant aspect of the nilpotent formalism, however, is that it is already a full quantum field theory in which the operators act on the entire quantum field, without needing any formal process of second quantization. A nilpotent operator, once defined, acts as a creation operator acting on vacuum to create the fermion, together with all the interactions in which it is involved. The point of transformation from quantum
mechanics to quantum field theory is the point at which we choose to privilege the operator rather than the equation, and at which we assume that Pauli exclusion applies to all fermionic states, whether free or bound, and regardless of the number of interactions to which they are subject. No additional mathematical formalism is necessary. As we have seen, once we have taken this simple, but profound step, we no longer need an equation at all. We simply define a fermion creation operator in differential form and imagine creating it from nothing. The phase factor is simply an expression of all the possible variations in space and time which are encoded in the creation operator. This is uniquely defined once the operator is specified. A fermion is thus specified as a set of space and time variations. The mass term is purely passive, and is convenient, rather than necessary information.

The special advantage of the formalism is that it contains all the information required of a quantum field theory, while retaining the simpler structures of quantum mechanics in the conventional sense, and it is, of course, possible to use it to do quantum mechanics. Here, it is most convenient to define a probability density for a nilpotent wavefunction ( $\pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m$ ) by multiplication with its complex quaternion conjugate ( $\pm i \boldsymbol{k} E \mp \boldsymbol{i} \mathbf{p}-\boldsymbol{j} m$ ) (the extra 'quaternion' resulting from the fact that the nilpotent wavefunction differs from a conventional one through premultiplication by a quaternion operator). So the unit probability density can be defined by

$$
\frac{( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)}{\sqrt{2 E}} \frac{( \pm i \boldsymbol{k} E \mp \boldsymbol{i} \mathbf{p}-\boldsymbol{j} m)}{\sqrt{2 E}}=1
$$

the $1 / \sqrt{2 E}$ being a normalizing factor. If such factors are automatically assumed to apply in calculations, we can also define ( $\pm i \boldsymbol{k} E \mp \boldsymbol{i} \mathbf{p}-\boldsymbol{j} m$ ) as the 'reciprocal' of $i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m$ ).

Individual calculations are also possible, in many cases using many fewer steps than by any conventional process, and sometimes also providing extra physical information. (The ease of calculation is clearly related to the fact that dual information, concerning both fermion and vacuum, is available.) We may, for example, using Dirac's prescription [5], write down a non-time-varying nilpotent operator in polar coordinates:

$$
\begin{equation*}
(i \boldsymbol{k} E-i i \nabla+\boldsymbol{j} m) \rightarrow\left(i \boldsymbol{k} E-i i\left(\frac{\partial}{\partial r}+\frac{1}{r} \pm i \frac{j+1 / 2}{r}\right)+\boldsymbol{j} m\right) \tag{19}
\end{equation*}
$$

Now, if the use of polar coordinates can be considered to represent spherical symmetry with respect to a point source, then (19) has no nilpotent solutions unless the $E$ term also contains an expression proportional to $1 / r$. In other words, simply defining a point source forces us to assume that a Coulomb interaction component is necessary for any nilpotent fermion defined with respect to it. In fact, all known forces have such components, together with an associated $U(1)$ symmetry. For the gravitational and electric forces, it is the main or complete description; for the strong force it is the onegluon exchange; for the weak field it is the hypercharge and the $B^{0}$ gauge field. Its effect is connected purely with scale or magnitude and we can associate it with the coupling constant. The fact is, of course, well known, and the inverse square relation was connected with the 3-dimensionality of space by Kant as early as the eighteenth century, but it is not a deductive consequence of any other existing physical theory.

If we now write the nilpotent operator in (20) with the required Coulomb term, we will find that it can be solved, using the known procedures, but eliminating many unnecessary ones, in only six lines of calculation. We begin with:

$$
\begin{equation*}
\left( \pm i \boldsymbol{k}\left(E-\frac{A}{r}\right) \mp i \boldsymbol{i}\left(\frac{\partial}{\partial r}+\frac{1}{r} \pm i \frac{j+1 / 2}{r}\right)+\boldsymbol{j} m\right) . \tag{20}
\end{equation*}
$$

with a main requirement to find the phase factor $f$ which will make the amplitude nilpotent. So, we try the standard solution:

$$
\phi=e^{-a r} r^{\gamma} \sum_{v=0} a_{v} r^{v} .
$$

We then apply the operator in (23) to $f$, and square the result to 0 to obtain:

$$
4\left(E-\frac{A}{r}\right)^{2}=-2\left(-a+\frac{\gamma}{r}+\frac{v}{r}+\ldots \frac{1}{r}+i \frac{j+1 / 2}{r}\right)^{2}-2\left(-a+\frac{\gamma}{r}+\frac{v}{r}+\ldots \frac{1}{r}-i \frac{j+1 / 2}{r}\right)^{2}+4 m^{2}
$$

Equating constant terms leads to

$$
\begin{equation*}
a=\sqrt{m^{2}-E^{2}} \tag{21}
\end{equation*}
$$

Equating terms in $1 / r^{2}$, following standard procedure, with $n=0$, we obtain:

$$
\begin{equation*}
\left(\frac{A}{r}\right)^{2}=-\left(\frac{\gamma+1}{r}\right)^{2}+\left(\frac{j+1 / 2}{r}\right)^{2} . \tag{22}
\end{equation*}
$$

Assuming the power series terminates at $n^{\prime}$, following another standard procedure, and equating coefficients of $1 / r$ for $n=n^{\prime}$,

$$
\begin{equation*}
2 E A=-2 \sqrt{m^{2}-E^{2}}\left(\gamma+1+n^{\prime}\right), \tag{23}
\end{equation*}
$$

the terms in $(j+1 / 2)$ cancelling over the summation of the four multiplications, with two positive and two negative. Algebraic rearrangement of (21)-(23) then yields

$$
\frac{E}{m}=\frac{1}{\sqrt{1+\frac{A^{2}}{\left(\gamma+1+n^{\prime}\right)^{2}}}}=\frac{1}{\sqrt{1+\frac{A^{2}}{\left(\sqrt{(j+1 / 2)^{2}-A^{2}}+n^{\prime}\right)^{2}}}}
$$

which, with $A=Z e^{2}$, becomes the hyperfine or fine structure formula for a one-electron nuclear atom or ion.

## V. BOSONS

The three quaternion units in the nilpotent operator also have multiple, but connected, meanings. One of these is as operators for fundamental symmetry transformations, by pre- and post-multiplication of the nilpotent operator.

$$
\begin{array}{lcl}
\text { Parity } & P & \boldsymbol{i}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{i}=(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
\text { Time reversal } & T & \boldsymbol{k}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{k}=(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
\end{array}
$$

$$
\begin{equation*}
\text { Charge conjugation } C \quad-\boldsymbol{j}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{j}=(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \tag{24}
\end{equation*}
$$

$T C P^{\circ} C P T^{\circ}$ identity is an automatic consequence from these conditions, because

$$
\boldsymbol{k}(-\boldsymbol{j}(\boldsymbol{i}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{i}) \boldsymbol{j}) \boldsymbol{k}=-\boldsymbol{k} \boldsymbol{j} \boldsymbol{i}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{i} \boldsymbol{j} \boldsymbol{k}=(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m),
$$

as also are $C P^{\circ} T, P T^{\circ} C$, and $C T^{\circ} P$.
It is significant here that charge conjugation is effectively defined in terms of parity and time reversal, rather than being an independent operation. This is because only space and time are active elements, the variation in space and time being the coded information that solely determines the phase factor and the entire nature of the fermion state, and the mass term (which connects with the charge conjugation transformation) being a passive element, which can even be excluded from the operator without loss of information. It is relevant here that the construction of a nilpotent amplitude effectively requires the loss of a sign degree of freedom in one component, $E, \mathbf{p}$ or $m$, and that the passivity of mass makes it the term to which this will apply.

The representations of $P, T$ and $C$ symmetry transformations in (24) indicate something about the nature of the terms in the nilpotent 4 -spinor, other than the lead term which determines the nature of the 'real' particle state. They are effectively, the $P$-, $T$ - and $C$-transformed versions of this state, the states into which it could transform without changing the magnitude of its energy or momentum. We could perceive them as vacuum 'reflections' of the real particle state, and we will show in section 8 how they arise from vacuum operations that can be mathematically defined. Now, although Pauli exclusion prevents a fermion from forming a combination state with itself, we can imagine it forming a combination state with each of these vacuum 'reflections', and, if the 'reflection' exists or materialises as a 'real' state, then the combined state can form one of the three classes of bosons or boson-like objects.

A spin 1 boson can be imagined as being formed from a combination of fermion and antifermion with the same spins but opposite helicities. We take, for example, the product of a row vector fermion and a column vector antifermion, both written as columns for convenience:

$$
\begin{array}{ll}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) . \tag{25}
\end{array}
$$

The antifermion structure simply reverses the signs of $E$ throughout. The phase factor of both components is, according to our original construction of the nilpotent formalism, the same, dependent on the values of $E$ and $\mathbf{p}$ but not on their signs. The product is clearly a nonzero scalar (as the sign variations ensure cancellation of all the terms with quaternion coefficients), and so fulfils the condition for a boson
wavefunction. Clearly, the same result will be obtained if the spin 1 boson is massless (as is the case with such gauge bosons as photons and gluons). Then we have:

$$
\begin{array}{ll}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}) & (-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}) \\
(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) & (-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) \\
(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}) & (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}) \\
(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) & (i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) . \tag{26}
\end{array}
$$

The spin 0 boson is obtained by reversing the $\mathbf{p}$ signs in either fermion or antifermion, so that the components have the opposite spins but the same helicities:

$$
\begin{array}{ll}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) . \tag{27}
\end{array}
$$

Again this gives a nonscalar scalar value, as required. However, this time, the mass cannot be reduced to zero, as nilpotency rules zero the product as well.

$$
\begin{array}{cl}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}) & (-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) \\
(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) & (-i \boldsymbol{k} E++\boldsymbol{i} \mathbf{p}) \\
(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}) & (i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) \\
(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}) & (i \boldsymbol{k} E++\boldsymbol{i} \mathbf{p}) . \tag{28}
\end{array}
$$

Effectively, then, a spin 0 boson, defined by this process, cannot be massless. Hence, Goldstone bosons cannot exist, and the Higgs boson must have a mass. This mass is, additionally, as will become evident, a measure of the degree of righthandedness in the fermion component and left-handedness in the antifermion component.

A third possibility is a boson-like state formed by combining two fermions with opposite spins and opposite helicities:

$$
\begin{array}{ll}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & (-i \boldsymbol{k} E++\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) . \tag{29}
\end{array}
$$

States of this nature can be imagined to occur in Cooper pairing in superconductors, in $\mathrm{He}^{4}$ and Bose-Einstein condensates, in spin 0 nuclei, in the JahnTeller effect, the Aharonov-Bohm effect, the quantum Hall effect (where the second 'fermion' is a magnetic flux line), and, in general, in states where there is a nonzero Berry phase to make fermions become single-valued in terms of spin. In general, these will be spin 0 states, but they could become spin 1 states if, as is the case with $\mathrm{He}^{3}$, the two components move with respect to each other, presumably in some kind of harmonic oscillator fashion, meaning that they could have the same spin states but opposite helicities. If they are spin 0 , they can also have zero effective mass, as in Cooper pairing.

Now, the weak interaction can be considered as one in which fermions and antifermions are annihilated while bosons are created, or bosons are annihilated while fermions and antifermions are created, and, more generally, as one in which both processes (or equivalent) occur. As a creator and annihilator of states, it has the action of a harmonic oscillator. One of the fundamental differences between fermions and bosons is that fermions are sources for weak interactions, while bosons are not. Bosons, considered as created at fermion-antifermion vertices, are the products of weak interactions. Even in examples such as electron-positron collisions, where the predominant interaction is electric at low energies, there is an amplitude for a weak interaction. If we consider (25)-(28) as defining the vertices for boson production via the weak interaction, then it appears from (27) and from (17) that the pure weak interaction requires left-handed fermions and right-handed antifermions. In other words, it requires both a charge-conjugation violation and a simultaneous parity or timereversal violation.

We can see in principle how this leads to mass generation by some process at least resembling the Higgs mechanism. Suppose we imagine a fermionic vacuum state with zero mass, say $(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p})$. An ideal vacuum would maintain exact and absolute $C$, $P$ and $T$ symmetries. Under $C$ transformation, $(i \boldsymbol{k} E+\boldsymbol{i}$ ) would become ( $-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}$ ), with which it would be indistinguishable under normalization. No bosonic state would be required for the transformation, because the states would be identical. If, however, the vacuum state is degenerate in some way under charge conjugation (as supposed in the weak interaction), then $(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p})$ will be transformable into a state which can be distinguished from it, and the bosonic state $(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p})(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p})$ will necessarily exist. However, this can only be true if the state has nonzero mass and becomes the spin 0 'Higgs boson' $(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$. The mechanism, which produces this state, and removes the masslessness of the boson, requires the fixing of a gauge for the weak interaction (a 'filled' weak vacuum), which manifests itself in the massive intermediate bosons, $W$ and $Z$.

The structures of bosons and the consideration of spin in section 4 suggest that mass and helicity are closely related. If the degree of left-handed helicity is determined by the ratio ( $\pm$ ) $\boldsymbol{i} \mathbf{p} /( \pm) i \boldsymbol{k} E$, then the addition of a mass term will change this ratio. Similarly, a change in the helicity ratio will also affect the mass. If the weak interaction is only responsive to left-handed helicity states in fermions, then right-handed states will be intrinsically passive, so having no other function except to generate mass. The presence of two helicity states will be a signature of the presence of mass. The $S U(2)$ of weak isospin, which, in effect, expresses the invariability of the weak interaction to the addition of an opposite degree of helicity (due to the presence of, say, mass or electric charge) is thus related indirectly to the $S U(2)$ of spin, which is a simple description of the existence of two helicity states. It is significant that the zitterbewegung frequency, which is a measure of the switching of helicity states, depends only on the fermion's
mass. Mass is in some sense created by it, or is in some sense an expression of it. The restructuring of space and time variation or energy and momentum, via the phase factor, during an interaction, leads to a creation or annihilation of mass, which manifests itself in the restructuring of the zitterbewegung.

The coupling of a massless fermion, say $\left(i \boldsymbol{k} E_{1}+\boldsymbol{i} \mathbf{p}_{1}\right)$, to a Higgs boson, say ( $i \boldsymbol{k} E$ $+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$, to produce a massive fermion, say $\left(i \boldsymbol{k} E_{2}+\boldsymbol{i} \mathbf{p}_{2}+\boldsymbol{j} m_{2}\right)$, can be imagined as occurring at a vertex between the created fermion $\left(i \boldsymbol{k} E_{2}+\boldsymbol{i} \mathbf{p}_{2}+\boldsymbol{j} m_{2}\right)$ and the antistate ( $-\boldsymbol{i k} E_{1}-\boldsymbol{i} \mathbf{p}_{1}$ ), to the annihilated massless fermion, with subsequent equalization of energy and momentum states. If we imagine a vertex involving a fermion superposing $(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ and $(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m$ ) with an antifermion superposing ( $-i \boldsymbol{k} E$ $+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ and $(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$, then there will be a minimum of two spin 1 combinations and two spin 0 combinations, meaning that the vertex will be massive (with Higgs coupling) and carry a non-weak (i.e. electric) charge. So, a process such as a weak isospin transition, which, to use a very basic model, converts something like $\left(i \boldsymbol{k} E_{1}+\boldsymbol{i} \mathbf{p}_{1}+\boldsymbol{j} m_{1}\right)$ (representing isospin up) to something like $a_{1}\left(i \boldsymbol{k} E_{2}+\boldsymbol{i} \mathbf{p}_{2}+\boldsymbol{j} m_{2}\right)+a_{1}$ $\left(i \boldsymbol{k} E_{2}-\boldsymbol{i} \mathbf{p}_{2}+\boldsymbol{j} m_{2}\right)$ (representing isospin down), requires an additional Higgs boson vertex (spin 0 ) to accommodate the right-handed part of the isospin down state, when the left-handed part interacts weakly. This is, of course, what we mean when we say that the $W$ and $Z$ bosons have mass. The mass balance is done through separate vertices involving the Higgs boson.

## VI. BARYONS AND GLUONS

No fundamental explanation for baryon structure or the strong interaction has been previously proposed, but the nilpotent formalism suggests a mathematical representation of baryon structure which has exactly the required group characteristics. Here, we make the vector properties of $\mathbf{p}$ explicit so that we can write down a fermionic wavefunction with a 3-component structure. Clearly we cannot combine three components in the form:

$$
(i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
$$

as this will immediately zero itself, but we can imagine one in which the vector nature of $\mathbf{p}$ plays an explicit role

$$
\left(i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{i} p_{x}+\boldsymbol{j} m\right)\left(i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{j} p_{y}+\boldsymbol{j} m\right)\left(i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{k} p_{z}+\boldsymbol{j} m\right)
$$

and observe that it has nilpotent solutions when $\mathbf{p}= \pm \boldsymbol{i} \mathbf{i} p_{x}, \mathbf{p}= \pm \boldsymbol{i} \mathbf{j} p y_{y}$, or $\mathbf{p}= \pm \boldsymbol{i} \mathbf{k} p_{z,}$, that is, when the momentum is directed entirely along the $x, y$, or $z$ axes, in either direction, however defined. In principle, the complete wavefunction will contain the same information as if there were precisely six allowed independent phases, all existing simultaneously and subject to continual transitions at a constant rate. These six phases, which must be nonlocally gauge invariant, may be represented by:

$$
\begin{array}{cccc}
\left(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{i} p_{x}+\boldsymbol{j} m\right) & (i \boldsymbol{k} E+\ldots+\boldsymbol{j} m) & (i \boldsymbol{k} E+\ldots+\boldsymbol{j} m) & +R G B \\
\left(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{i} p_{x}+\boldsymbol{j} m\right) & (i \boldsymbol{k} E-\ldots+\boldsymbol{j} m) & (i \boldsymbol{k} E-\ldots+\boldsymbol{j} m) & -R B G \\
(i \boldsymbol{k} E+\ldots+\boldsymbol{j} m) & \left(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{j} p_{y}+\boldsymbol{j} m\right) & (i \boldsymbol{k} E+\ldots+\boldsymbol{j} m) & +B R G \\
(i \boldsymbol{k} E-\ldots+\boldsymbol{j} m) & \left(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{j} p_{y}+\boldsymbol{j} m\right) & (i \boldsymbol{k} E-\ldots+\boldsymbol{j} m) & -G R B
\end{array}
$$

$$
\begin{array}{cccc}
(i \boldsymbol{k} E+\ldots+\boldsymbol{j} m) & (i \boldsymbol{k} E+\ldots+\boldsymbol{j} m) & \left(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{k} p_{z}+\boldsymbol{j} m\right) & +G B R \\
(i \boldsymbol{k} E-\ldots+\boldsymbol{j} m) & (i \boldsymbol{k} E-\ldots+\boldsymbol{j} m) & \left(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{k} p_{z}+\boldsymbol{j} m\right) & -B G R \tag{30}
\end{array}
$$

Using an appropriate normalization, these reduce to

$$
\begin{array}{ll}
\left(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{i} p_{x}+\boldsymbol{j} m\right) & +R G B \\
\left(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{i} p_{x}+\boldsymbol{j} m\right) & -R B G \\
\left(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{j} p_{y}+\boldsymbol{j} m\right) & +B R G \\
\left(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{j} p_{y}+\boldsymbol{j} m\right) & -G R B \\
\left(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{k} p_{z}+\boldsymbol{j} m\right) & +G B R \\
\left(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{k} p_{z}+\boldsymbol{j} m\right) & -B G R \tag{31}
\end{array}
$$

with the third and fourth notably changing the sign of the $\mathbf{p}$ component. The group structure required is clearly the one required by the conventional picture of 'coloured' quarks, that is an $S U(3)$ structure, with eight generators and wavefunction

$$
\psi \sim(B G R-B R G+G R B-G B R+R B G-R G B) .
$$

The 'colour' transitions in (30) could be seen as produced either by an exchange of the components of $\mathbf{p}$ between the individual quarks or baryon components, or as a relative switching of the component positions. That is, the colours could either move with the respective $p_{x}, p_{y}, p_{z}$ components, or switch with them. The two models contain exactly the same information, and also require a sign reversal in $\mathbf{p}$ as an additional consequence. If the $\mathbf{p}$ terms are regarded as operators, rather than as eigenvalues, they will be represented by the vector parts of the covariant derivatives required for an $\operatorname{SU}(3)$ local gauge transformation, the scalar part replacing the $E$ term and incorporating the Coulomb part of the interaction.

The transition must be gauge invariant, because no direction is privileged, so the mediators must be massless, exactly as in the conventional picture, where the interaction is mediated by eight massless gluons. In this formulation, the gluons will be constructed from:

$$
\begin{array}{ll}
\left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{i}_{x}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{j} p_{y}\right) & \left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{j} p_{y}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{i} p_{x}\right) \\
\left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{j} p_{y}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{k} p_{z}\right) & \left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{k} p_{z}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{j} p_{y}\right) \\
\left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} p_{z}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathrm{i}_{x}\right) & \left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathrm{p}_{x}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathrm{i}_{z}\right) \tag{32}
\end{array}
$$

and two combinations of

$$
\begin{aligned}
& \left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathrm{p}_{x}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathrm{p}_{x}\right) \\
& \left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{j} p_{y}\right)\left(\mp \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{j} p_{y}\right)
\end{aligned}
$$

$$
\begin{equation*}
\left( \pm \boldsymbol{k} E \mp i \boldsymbol{i} \mathbf{k} p_{z}\right)\left(\mp \mathbf{k} E \mp i \boldsymbol{i} \mathbf{k} p_{z}\right) \tag{33}
\end{equation*}
$$

In addition to providing a quantum mechanical representation for baryon and gluon states, the structures derived in this section also suggest the existence of solutions to fundamental physical problems. The first is the mass-gap problem for baryons. In effect, why do baryons have nonzero mass and how can this mass be produced by the action of massless gluons? The structures in (30) and (31) clearly require the simultaneous existence of two states of helicity for the symmetry to remain unbroken, and this can only be possible if the baryon has nonzero mass. Further, this process is the signature of the Higgs mechanism, and so, contrary to much current supposition, the generation of the masses of baryons follows exactly the same process as that of all other fermions. However, this does not contradict the fact, established by much calculation using QCD, that the bulk of the mass of a baryon is due to the exchange of massless gluons, as the exchange of gluons structured as in (32) and (33) will necessarily lead to a sign change in the $\mathbf{p}$ operator, and hence of helicity, the exact mechanism which is responsible for the production of all known particle masses. In fact, the same will be true of all fermions involved in spin 1 boson exchange, and so all fermions must have nonzero masses.

The second problem is the specific nature and mechanism of the strong interaction between quarks. Again, the solution comes from the exact structure of the nilpotent operator. Here, we know, from (19), that there must be a Coulomb component or inverse linear potential $(\propto 1 / r)$, just to accommodate spherical symmetry. This has a known physical manifestation in the one-gluon exchange. But there is also at least one other component, which is responsible for quark confinement, for infrared slavery and for asymptotic freedom, and a linear potential ( $\propto r$ ) has long been hypothesized and used in calculations. Here, we see that an exchange of $\mathbf{p}$ components at a constant rate, as in (30), would, in principle, require a constant rate of change of momentum, which is the signature of a linear potential.

In the nilpotent formalism, a differential operator incorporating Coulomb and linear potentials from a source with spherical symmetry (either the centre of a 3-quark system or one component of a quark-antiquark pairing) can be written in the form:

$$
\begin{equation*}
\left( \pm \boldsymbol{k}\left(E+\frac{A}{r}+B r\right) \mp \boldsymbol{i}\left(\frac{\partial}{\partial r}+\frac{1}{r} \pm i \frac{j+1 / 2}{r}\right)+i \boldsymbol{j} m\right) . \tag{34}
\end{equation*}
$$

If we can identify the phase factor to which this operator applies, to yield nilpotent solutions, it might be possible to show, for the first time on an analytic basis, that it is associated with a force which has characteristics identifiable with those of the strong interaction. By analogy with the pure Coulomb calculation, we might propose that the phase factor is of the form:

$$
\phi=\exp \left(-a r-b r^{2}\right) r^{\gamma} \sum_{v=0} a_{v} r^{\nu},
$$

Applying the operator in (38) and the nilpotent condition, we obtain:

$$
E^{2}+2 A B+\frac{A^{2}}{r^{2}}+B^{2} r^{2}+\frac{2 A E}{r}+2 B E r=m^{2}
$$

$$
-\left(a^{2}+\frac{(\gamma+v+\ldots+1)^{2}}{r^{2}}-\frac{(j+1 / 2)^{2}}{r^{2}}+4 b^{2} r^{2}+4 a b r-4 b(\gamma+v+\ldots+1)-\frac{2 a}{r}(\gamma+v+\ldots+1)\right)
$$

with the positive and negative $i(j+1 / 2)$ terms cancelling out over the four solutions, as previously. Then, assuming a termination in the power series (as with the Coulomb solution), we can equate:

$$
\begin{array}{ll}
\text { coefficients of } r^{2} \text { to give } & B^{2}=-4 b^{2} \\
\text { coefficients of } r \text { to give } & 2 B E=-4 a b \\
\text { coefficients of } 1 / r \text { to give } & 2 A E=2 a(\gamma+v+1)
\end{array}
$$

These equations immediately lead to:

$$
b= \pm \frac{i B}{2} ; \quad a=\mp i E ; \quad \gamma+v+1=\mp i A .
$$

The ground state case (where $n=0$ ) then requires a phase factor of the form:

$$
\phi=\exp \left( \pm i E r \mp i B r^{2} / 2\right) r^{\mp i q A-1}
$$

The imaginary exponential terms in $f$ can be seen as representing asymptotic freedom, the $\exp \left(+,{ }^{-} i E r\right)$ being typical for a free fermion. The complex $r^{g-1}$ term can be structured as a component phase, $c(r)=\exp ( \pm i q A \ln (r))$, which varies less rapidly with $r$ than the rest of $f$. We can therefore write $f$ as

$$
\phi=\frac{\exp (k r+\chi(r))}{r}
$$

where $k= \pm i E \mp i B r / 2$.
The first term dominates at high energies, where $r$ is small, approximating to a free fermion solution, which can be interpreted as asymptotic freedom, while the second term, with its confining potential Br , dominates, at low energies, when $r$ is large, and this can be interpreted as infrared slavery. The Coulomb term, which is required to maintain spherical symmetry, is the component which defines the strong interaction phase, $c(r)$, and this can be related to the directional status of $\mathbf{p}$ in the state vector.

## VII. PARTITIONING THE VACUUM

In the nilpotent formalism, the characteristics of vacuum directly reflect those of matter, so we should expect to find that it has structure. If we take $( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ and post-multiply it by the idempotent $\boldsymbol{k}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ any number of times, the only change is to introduce a scalar multiple, which can be normalized away.

$$
\begin{equation*}
( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{k}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{k}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \rightarrow( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \tag{35}
\end{equation*}
$$

The same applies if we post-multiply by $\boldsymbol{i}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ or $\boldsymbol{j}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$. The three idempotent terms have the mathematical properties of vacuum operators.

However, another way of looking at (35) is to apply a time-reversal transformation to every even $( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$. Then we have

$$
\begin{equation*}
( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(\mp i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \rightarrow( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \tag{36}
\end{equation*}
$$

with every even bracket becoming an antifermion, or combining with the original fermion state to become a spin 1 boson $( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(\mp \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{~}+\boldsymbol{j} m)$.

The same process can be applied using $\boldsymbol{i}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ and $\boldsymbol{j}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$, and the result is that, from an initial fermion state, we generate either three vacuum reflections, via respective $T, P$ and $C$ transformations, which represent antifermion with the same spin, fermion with opposite spin, and antifermion with opposite spin, or combined particle-vacuum states which have the respective structures of spin 1 bosons, spin 0 bosons, or boson-like paired fermion (PF) combinations of the same kind as constitute Cooper pairs and the elements of Bose-Einstein condensates. Using just the lead terms of the nilpotents, we could represent these as:

$$
\begin{aligned}
& (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{k}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{k}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{k}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \quad T \\
& (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \text { spin } 1 \\
& (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{j}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{j}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{j}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \quad P \\
& (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \quad \operatorname{spin} 0 \\
& (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{i}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{i}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \boldsymbol{i}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \quad C \\
& (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \ldots \mathrm{PF} \text { (37) }
\end{aligned}
$$

So, we can repeatedly post-multiply a fermion operator by any of the discrete idempotent vacuum operators, creating an alternate series of antifermion and fermion vacuum states, or, equivalently, an alternate series of boson and fermion states without changing the character of the real particle state. Essentially a fermion produces a boson state by combining with its own vacuum image, and the two states form a supersymmetric partnership. Nilpotent operators are thus intrinsically supersymmetric, with supersymmetry operators typically of the form:

$$
\begin{array}{ll}
\text { Boson to fermion: } & Q=( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
\text { Fermion to boson: } & Q^{\dagger}=(\mp \boldsymbol{i} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
\end{array}
$$

A fermion converts to a boson by multiplication by an antifermionic operator; a boson converts to a fermion by multiplication by a fermionic operator, and we could represent the first sequence in (41) by the supersymmetric

$$
Q Q^{\dagger} Q Q^{\dagger} Q Q^{\dagger} Q Q^{\dagger} Q \ldots
$$

We can choose to interpret this as the series of boson and fermion loops, of the same energy and momentum, required by the exact supersymmetry which would eliminate the need for renormalization, and remove the hierarchy problem altogether. Fermions and bosons (with the same values $E, \mathbf{p}$ and $m$ ) become their own supersymmetric partners through the creation of vacuum states, making the hypothesis
of a set of real supersymmetric particles to solve the hierarchy problem entirely superfluous.

The identification of $\boldsymbol{i}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m), \boldsymbol{k}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ and $\boldsymbol{j}(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ as vacuum operators and $(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m),(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ and $(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ as their respective vacuum 'reflections' at interfaces provided by $P, T$ and $C$ transformations suggests a new insight into the meaning of the Dirac 4 -spinor. With the extra knowledge we have now gained, we can interpret the three terms other than the lead term in the spinor as the vacuum 'reflections' that are created with the particle. We can regard the existence of three vacuum operators as a result of a partitioning of the vacuum as a result of quantization and as a consequence of the 3-part structure observed in the nilpotent fermionic state, while the zitterbewegung can be taken as an indication that the vacuum is active in defining the fermionic state.

Taken together, the four components of the spinor cancel exactly. The four components can be represented as creation operators for

\[

\]

or annihilation operators for

| antifermion spin down | $(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ |
| :--- | :--- |
| antifermion spin up | $(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ |
| fermion spin up | $(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ |
| fermion spin down | $(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ |

They could equally well be regarded as two operators for creation and two for annihilation, for example:

$$
\begin{array}{ll}
\text { fermion spin up creation } & (i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
\text { fermion spin down creation } & (i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
\text { fermion spin up annihilation }(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
\text { fermion spin down annihilation } & (-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
\end{array}
$$

Either way, the cancellation is exact, both physically, and algebraically (when we use the discrete operators which leave out the passive mass component). It is interesting that the cancellation requires four components, rather than two, for, while the transitions:

$$
\begin{aligned}
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & \rightarrow(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \\
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) & \rightarrow(-i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
\end{aligned}
$$

and
can occur through spin 1 boson and spin 0 paired fermion exchange, and the active space and time components, there is no process in nature for the direct transition:

$$
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m) \rightarrow(-i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
$$

with no active component as agent. In this context, it might be worth noting that the spin 0 fermion-fermion state

$$
(i \boldsymbol{k} E+\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)(i \boldsymbol{k} E-\boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)
$$

is such as would be required in a pure weak transition from $-i \boldsymbol{k} E$ to $+i \boldsymbol{k} E$, or its inverse. Because the formation of the spin 0 state necessarily requires intrinsically massive components, even in those cases where it assumes nonzero effective mass through a Fermi velocity less than $c$, time reversal symmetry (the one applicable to the transition) must be broken in the weak formation or decay of such states. The most likely opportunity of observing such a process might be in one of the physical manifestations of the nonzero Berry phase, say the quantum Hall effect, in some special type of condensed matter such as graphene. Here, the conduction electrons have zero effective mass and a Hamiltonian that can be written in the form $\pm v_{F} i\left(\mathbf{i} p_{x}+\mathbf{j} p_{y}\right)$, where $v_{F}$ is the Fermi velocity. We can imagine creating a boson-like state with single-valued spin by the quantum Hall effect, Aharonov-Bohm effect, or Bose-Einstein condensation, and then observing, perhaps through a change in the Fermi velocity during its decay, the violation of both $P$ and $C P=T$ symmetries.

## VIII. WEAK INTERACTIONS

So far, we have been able to show that two fundamental interactions are intrinsic to the definition of the fermionic state, and not something external imposed upon it. The Coulomb interaction, as we see from (20), is the direct product of spherical symmetry being applied at the same time as nilpotency. Since it is purely an expression of the magnitude of a scalar phase, all the terms in the nilpotent contribute, but only one, the passive (scalar) mass term, contributes to nothing else. An interaction with this precise property may therefore be defined, and it is the one we define as the electric interaction. At the same time, the strong interaction, with its characteristic linear potential, can be represented as we have seen, by the vector properties of the $\mathbf{p}$ term. However, yet another interaction seems to be required by the spinor structure of the nilpotent operator, and the associated phenomenon of zitterbewegung. While the co-existence of two spin states is, in some sense, real, and is accounted for by the presence of mass, the co-existence of two energy states is only meaningful in the context of the simultaneous existence of fermion and vacuum. While the transitions between the two energy states may be virtual, in this sense, the zitterbewegung would seem to require the production of an intermediate bosonic state at a vertex where one fermionic state is annihilated and another is created to replace by it. This behaviour is, of course, characteristic of the weak interaction, and, in this sense, we can say that the weak interaction, like the electric and strong interactions, is built into the structure of the nilpotent operator.

The weak interaction is clearly related to the nature of the pseudoscalar $i E$ operator, whose sign uniquely determines the helicity of a weakly interacting particle, or more specifically its weakly interacting component. It also has a unique feature, in that its fermionic source cannot be separated from its vacuum partner. A fermion or antifermion cannot be created or annihilated, even with an antifermionic or fermionic partner, unless its vacuum is simultaneously annihilated or created. In this sense, the
weak source has a manifestly dipolar nature, whose immediate manifestation is the fermion's $1 / 2$-integral spin. This, then, leads to the question of whether we can derive an analytic expression from the nilpotent operator which will explain the special characteristics of this force. To answer this, it will be convenient to answer a more general question: what nilpotent solutions are available for an operator including a Coulomb potential together with any other potential which is a function of distance from a point source with spherical symmetry, other than the linear potential characteristic of the strong interaction?

We will assume that the nilpotent operator takes a form such as

$$
\begin{equation*}
\left(\boldsymbol{k}\left(E-\frac{A}{r}-C r^{n}\right)+i\left(\frac{\partial}{\partial r}+\frac{1}{r} \pm i \frac{j+1 / 2}{r}\right)+i j m\right) . \tag{38}
\end{equation*}
$$

where $n$ is an integer greater than 1 or less than -1 , and, as usual, look for a phase factor which will make the amplitude nilpotent. Again, we will work from the basis of the Coulomb solution, with the additional information that polynomial potential terms which are multiples of $r^{n}$ require the incorporation into the exponential of terms which are multiples of $r^{n+1}$. So, extending our work on the Coulomb solution, we may suppose that the phase factor is of the form:

$$
\phi=\exp \left(-a r-b r^{n+1}\right) r^{\gamma} \sum_{v=0} a_{v} r^{v}
$$

Applying the operator and squaring to zero, with a termination in the series, we obtain

$$
\begin{gathered}
4\left(E-\frac{A}{r}-C r^{n}\right)^{2}=-2\left(-a+(n+1) b r^{n}+\frac{\gamma}{r}+\frac{v}{r}+\frac{1}{r}+i \frac{j+1 / 2}{r}\right)^{2} \\
-2\left(-a+(n+1) b r^{n}+\frac{\gamma}{r}+\frac{v}{r}+\frac{1}{r}-i \frac{j+1 / 2}{r}\right)^{2}
\end{gathered}
$$

Equating constant terms, we find

$$
\begin{equation*}
a=\sqrt{m^{2}-E^{2}} \tag{39}
\end{equation*}
$$

Equating terms in $r^{2 n}$, with $n=0$ :

$$
C^{2}=-(n+1)^{2} b^{2}
$$

Equating coefficients of $r$, where $n=0$ :

$$
\begin{gathered}
A C=-(n+1) b(1+g), \\
(1+g)= \pm i A .
\end{gathered}
$$

Equating coefficients of $1 / r^{2}$ and coefficients of $1 / r$, for a power series terminating in $n=n^{\prime}$, we obtain

$$
\begin{equation*}
A^{2}=-\left(1+g+n^{\prime}\right)^{2}+(j+1 / 2)^{2} \tag{40}
\end{equation*}
$$

And

$$
\begin{equation*}
-E A=a\left(1+g+n^{\prime}\right) \tag{41}
\end{equation*}
$$

Combining (46), (47) and (48) produces:

$$
\begin{gather*}
\left(\frac{m^{2}-E^{2}}{E^{2}}\right)\left(1+\gamma+n^{\prime}\right)^{2}=-\left(1+\gamma+n^{\prime}\right)^{2}+(j+1 / 2)^{2} \\
E=-\frac{m}{j+1 / 2}\left( \pm i A+n^{\prime}\right) . \tag{42}
\end{gather*}
$$

Equation (49) has the form of a harmonic oscillator, with evenly spaced energy levels deriving from integral values of $n^{\prime}$. If we make the additional assumption that $A$, the phase term required for spherical symmetry, has some connection with the random directionality of the fermion spin, we might assign to it a half-unit value $( \pm 1 / 2 i)$, and obtain the complete formula for the fermionic simple harmonic oscillator:

$$
\begin{equation*}
E=-\frac{m}{j+1 / 2}\left(1 / 2+n^{\prime}\right) . \tag{43}
\end{equation*}
$$

Whether or not this assumption is valid, equation (42) demonstrates that the additional potential of the form $\mathrm{Cr}^{n}$, where $n$ is an integer greater than 1 or less than -1 , has the effect of creating a harmonic oscillator solution for the nilpotent operator, irrespective of the value of $n$, and, in fact, we can show that any polynomial sum of potentials of this form will produce the same result. Such potentials emerge from any system in which there is complexity, aggregation, or a multiplicity of sources, even if the individual sources have Coulomb or linear potentials. In the case of a dipolar weak sources, there will be a minimum extra term of the form $\mathrm{Cr}^{-3}$, and so we can say that (49) provides the correct characteristics for the weak interaction from the kind of potential that weak sources must necessarily produce. In addition, because this solution is exclusive for distance related potentials of the form $\mathrm{Cr}^{n}$, except where $r=1$ or -1 , we have also, in effect, shown that a fermion interaction specified in relation to a spherically symmetric point source has only three physical manifestations, and that these are the ones associated with the electric (or other pure Coulomb), strong and weak interactions.

## IX. VACUUM PARTITIONS AND SOURCES

In the previous section, we have seen that the nilpotent operator $( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+$ $\boldsymbol{j} m$ ), with its three components, $i E, \mathbf{p}$ and $m$, separated by three quaternion units $\boldsymbol{k}, \boldsymbol{i}$ and $\boldsymbol{j}$, is a source of interactions with the characteristics we describe as weak, strong and electric, through its own structure. We have also identified the origins of these interactions in the structures of the components. All the interactions contribute to the mass and dual spin state, and the magnitudes of all three terms, but only the weak interaction identifies the energy state or the sign attached to the pseudoscalar component $i E$, and the active direction of handedness, and only the strong interaction can respond to the vector or directional aspect of $\mathbf{p}$. The electric interaction is distinguishable by
only responding to the magnitude scale in the same way as $m$. It may be significant here that the Kaluza-Klein theory, which effectively introduces a fifth dimension with a $U(1)$ symmetry, which has a similar role to that played by mass in the nilpotent structure, is actually two separate theories with the respective aims of explaining the origins of mass and electric charge.

In principle, the association of the three quaternion units with objects with different mathematical properties, which are themselves connected with the physical parameters time, space and mass, suggests that the vacuum partitions responding to the operators $\boldsymbol{k}( \pm \boldsymbol{i} \boldsymbol{k} \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m), \boldsymbol{i}( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ and $\boldsymbol{j}( \pm \boldsymbol{i} \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ are to some extent those which create the physical effects connected with the respective weak, strong and electric interactions, and that the units $\boldsymbol{k}, \boldsymbol{i}$ and $\boldsymbol{j}$, to this extent, act as the sources. The object of these 'sources' is then to create the vacuum partitions that lead to the physical manifestations of the interactions in individual nilpotent structures. Of course, this picture takes no account of gravity, but it is yet to be established that gravity is a local force, like the others, or that it is determined by discrete sources. It is just as likely that it is a vacuum effect, 'disguised' as a local force by the inertial effect which it inevitably produces. The universal ubiquity, negative energy and positive norm of the coupling constant suggest fundamental differences with respect to the other interactions. In this case, the vacuum for gravity could be $\pm 1( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$, equivalent to the first term in the nilpotent. Clearly, there are significant aspects of gravity yet to be explained, in particular, dark matter and dark energy, and it is not yet established whether a quantum theory of gravity is actually possible. Further exploration of the vacuum can be expected to lead to a greater understanding of this difficult matter.

In addition to gravity, string theory has already been mentioned as an area where vacuum has a significantly active role. A perfect string theory is believed to be one in which self-duality in phase space determines vacuum selection. Interestingly, the nilpotent $( \pm i \boldsymbol{k} E \pm \boldsymbol{i} \mathbf{p}+\boldsymbol{j} m)$ is an object which has all these required characteristics. It also has a ' 10 -dimensional' structure in that the 5 'dimensions' of $E, \mathbf{p}, m$ are paralleled by the 5 source terms, $\boldsymbol{k}, 3 \times \boldsymbol{i}$ terms, and $\boldsymbol{j}$; and 6 of these (all but $E$ and $\mathbf{p}$ ) are conserved quantities, and, in that sense, 'compacted'. It may be that an exploration of vacuum in these terms might also produce significant results in particle structures.

## X. CONCLUSION

Vacuum is identified in this paper as the state that remains when a fermion is created out of absolutely nothing. It is an existence condition, like conservation of energy, which must apply irrespective of our knowledge of how it is constructed, and it can be defined with exact mathematical precision. Like other existence conditions, the mathematical definition of the nilpotent vacuum provides a constraint upon the physical possibilities. This allows us to construct a version of quantum mechanics, which is more compact and powerful than any other formalism. It is already second quantized and intrinsically supersymmetric, and eliminates many currently perceived problems such as the infrared divergence, the mass gap and the hierarchy problem. Incorporating vacuum directly into the mathematics at the same time as the fermion effectively doubles the information available and halves the information to be discovered. It also gives us a way of seeing aspects of the Standard Model as automatic consequences of the nilpotent formalism. None of this actually gives the exact structure of the vacuum, in the sense of constructing the 'rest of the universe' that needs to exist to make a fermion in a particular state actually possible. However, it does suggest that the explanation of some things that are currently mysterious, such as dark matter, dark energy, and even gravity
itself, might respond, at some future date, to considerations based on the physical requirements that are needed to maintain the nilpotent vacuum existence condition.
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The most familiar formalism for the description of geometry applicable to physics comprises operations among 4-component vectors and complex real numbers; few people realize that this formalism has indeed 32 degrees of freedom and can thus be called 32-dimensional. We will revise this formalism and we will briefly show that it is best accommodated in the Clifford or geometric algebra

$$
\mathcal{G}_{1,3} \times \mathbb{C}
$$

the algebra of 4-dimensional spacetime over the complex field.
We will then explore other algebras isomorphic to that one, namely $G_{2,3}$, $\mathcal{G}_{4,1}$ and $\mathbb{Q} \times \mathbb{Q} \times \mathbb{C}$, all of which have been used in the past by PIRT partici- pants to formulate their respective approaches to physics. $\mathcal{G}_{2,3}$ is the algebra of 3 -space with two time dimensions, which John Carroll used implicitely in his formulation of electromagnetism in $3+3$ spacetime, $\mathcal{G}_{4,1}$ was and it still is used by myself in a tentative to unify the formulation of physics and

$$
\mathbb{Q} \times \mathbb{Q} \times \mathbb{C}
$$

is the choice of Peter Rowlands for his nilpotent formulation of quantum mechanics. We will show how the equations can be converted among isomorphic algebras and we also examine how the monogenic functions that I use are equivalent in many ways to Peter Rowlands nilpotent entities.

Keywords: Clifford algebra, geometric algebra,complex field, electromagnetism.
PACS numbers: 04.50.-h; 02.40.-k.

## I. INTRODUCTION

We call Physics to a discipline that creates mathematical models of physical reality. In practice, we write mathematical equations whose solutions allow us to predict the outcome of experiments and observations. One physical model is just as good as the predictions it allows and the most successful models become known as physical theories.

Every model makes use of a limited set of independent variables, which can be oper- ated among themselves; we say that the model uses an underlying algebra. The model must also give physical meaning to the independent variables and algebraic operations performed among them, so that everybody can then translate into reality the results of operations performed within the model.

In view of what was said above, one sees that an algebra is an intrinsical component of any physical model, but it happens quite often that several algebras are only appar- ently different and can be shown to be isomorphic to each other. When this happens, models incorporating such algebras are frequently equivalent, although the insight one has over problems addressed with two equivalent models may be entirely different. In the following sections we will discuss the algebras associated with models proposed by various authors, showing that they are in many cases isomorphic. We will also show how to convert equations between isomorphic algebras. In the case of a model proposed by John Carroll [1], considering a space with 3 spatial and 3 temporal dimensions, the asso- ciated algebra is a superalgebra of several 5-dimensional algebras, so, the isomorphisms that can be found apply only to a subalgebra of the one proposed by the author.

## II. ALGEBRAS MOST FREQUENTLY USED IN PHYSICS

Both Newtonian mechanics and Maxwell's equations are models based on 4 independent variables, 3 space coordinates and 1 scalar time variable. The algebras used to operate with these variables are the algebras of real and complex numbers complemented with vector algebra, but it is easy to see that this system lacks consistency. For instance, two vectors a and determine a parallelogram with area given by

$$
|\mathbf{a} \times|=|\times \mathbf{a}| .
$$

We make use of an operation among two vectors and then define the area as a scalar quantity. It makes more sense to define a new product whose outcome is an oriented area, called out r product and denoted a . The outcome of the outer product is precisely the area of the parallelogram defined by the two vectors, with a sign defined by the direction of movement from one vector to the other.

Clifford algebras are based on the $g$ om tric product or simply the product of vectors, incorporating both the inner and outer products. For any two vectors it is

$$
\begin{equation*}
\mathbf{a b}=\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \wedge \mathbf{b} \tag{2.1}
\end{equation*}
$$

The geometric product is associative and so it is possible to have products of 3 vectors, leading to a grade- 3 element of the type $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c}$ which, if not zero, represents an oriented volume. We can thus say that the algebra associated with the spatial part of Newtonian mechanics and Maxwell's equations is Clifford algebra of dimension 3, also known as geometric algebra of dimension 3 and denoted $\mathcal{G}_{3}$ or $\mathcal{G}_{3,0}$. The volume elements of this algebra, as well as the highest grade elements of any Clifford algebra, are called pseudoscalars. For an extensive treatment of geometric algebras see $[2,3]$.

Further problems with the Newtonian and Maxwellian models reside in the fact that time is treated as scalar but it has to be differentiated from the scalar coefficients of vectors. This is solved in special relativity, because it proposes that time is to be treated as a dimension of spacetime, thus increasing the dimensionality of the associated geometric algebra to 4 ; the highest grade element is now a 4-dimensional hypervolume. There are two possible algebras, $\mathcal{G}_{1,3}$ and $\mathcal{G}_{3,1}$, associated with one positive and 3 negative norm frame vectors or one negative and 3 positive norm frame vectors, respectively. The former is the most common choice and it allows the formulation of most physics equations, including quantum mechanics [4]. In order to fully accommodate quantum mechanics one must, however, allow for complex coefficients, a possibility not considered in [4].

Starting with the work by Theodor Kaluza, who proposed a 5 -dimensional unifi- cation of electromagnetism with general relativity [5], some authors have used higher dimensional spaces to try and unify the equations of physics. My own work makes use of 5 -dimensional spacetime and bears a strong relation to Kaluza's $[6,7]$. The geometric algebra associated with 5 -dimensional spacetime in this formulation is $\mathcal{G}_{4,1}$ but other authors have used the opposite signature $\mathcal{G}_{1,4}[8]$. How different and how similar are all these approaches?

In order to answer the question we start by examining the overall dimensionality of the different algebras, starting with the algebra of physical space, $\quad 3,0$. We realize that the elements of the algebra can be classified into 4 grades: scalars, vectors, areas and volumes, or better, grades ff, 1, 2 and 3 . While both scalars and volumes have no associated orientation besides positive and negative, vectors and areas have 3 possible orientations, so, the total number of degrees of freedom is 8 and we say that total dimensionality is 8 . In a similar way,
the total dimensionality of a general geometric algebra, $\mathcal{G} p, q$ is $2^{p+q}$, if only real coefficients are allowed for all grades. If complex coefficients are allowed the total dimensionality is either doubled or remains unaltered relative to the real coefficient version. Some algebras can be classified as complex algebras, because their pseudoscalar elements have negative square and commute with all other elements. In complex alge- bras the unit pseudoscalar doubles as the complex imaginary, so, introducing complex coefficients does not bring in any extra dimensions. In non-complex algebras the in- troduction of complex coefficients doubles the degrees of freedom, doubling the total dimensionality.

All geometric algebras are isomorphic to one particular matrix algebra, over one particular field that provides the coefficients. What this means is that all operations performed in a particular geometric algebra have equivalent operations in the isomor- phic matrix algebra. The use of matrix algebra isomorphism is useful for classification purposes, but it is usually not recommended for performing operations since all the links with geometry are lost. Table 1 shows the matrix algebras isomorphic to the lowest or- der geometric algebras. The entries in the table are of the type $\mathbb{F}(n)$, which stands for algebra of $n$-dimensional matrices with coefficients in the field $\mathbb{F}$. The coefficients' field

Table 1: Matrix representation of Clifford Algebras $\mathcal{C} \ell(p, q)$, with $p$ positive and $q$ negative norm frame vectors. The notation $\mathbb{F}(n)$ is used for the $n$-dimensional matrix algebra over the field $\mathbb{F}$ and ${ }^{2} \mathbb{F}(n)$ identifies the sum $\mathbb{F}(n)$ 雨 $(n) ; \mathbb{R}$ stands for real numbers, $\mathbb{C}$ for complex numbers and $\mathbb{Q}$ for quaternions.

| q | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| p |  |  |  |  |  |  |  |  |
| 0 | $\mathbb{R}$ | $\mathbb{C}$ | $\mathbb{Q}$ | ${ }^{2} \mathbb{Q}$ | $\mathbb{Q}(2)$ | $\mathbb{C}(4)$ | $\mathbb{R}(8)$ | ${ }^{2} \mathbb{R}(8)$ |
| 1 | ${ }^{2} \mathbb{R}$ | $\mathbb{R}(2)$ | $\mathbb{C}(2)$ | $\mathbb{Q}(2)$ | ${ }^{2} \mathbb{Q}(2)$ | $\mathbb{Q}(4)$ | $\mathbb{C}(8)$ | $\mathbb{R}(16)$ |
| 2 | $\mathbb{R}(2)$ | ${ }^{2} \mathbb{R}(2)$ | $\mathbb{R}(4)$ | $\mathbb{C}(4)$ | $\mathbb{Q}(4)$ | ${ }^{2} \mathbb{Q}(4)$ | $\mathbb{Q}(8)$ | $\mathbb{C}(16)$ |
| 3 | $\mathbb{C}(2)$ | $\mathbb{R}(4)$ | ${ }^{2} \mathbb{R}(4)$ | $\mathbb{R}(8)$ | $\mathbb{C}(8)$ | $\mathbb{Q}(8)$ | ${ }^{2}(\mathbb{Q}(8)$ | $\mathbb{Q}(16)$ |
| 4 | $\mathbb{Q}(2)$ | $\mathbb{C}(4)$ | $\mathbb{R}(8)$ | ${ }^{2} \mathbb{R}(8)$ | $\mathbb{R}(16)$ | $\mathbb{C}(16)$ | $\mathbb{Q}(16)$ | ${ }^{2} \mathbb{Q}(16)$ |
| 5 | ${ }^{2} \mathbb{Q}(2)$ | $\mathbb{Q}(4)$ | $\mathbb{C}(8)$ | $\mathbb{R}(16)$ | ${ }^{2} \mathbb{R}(16)$ | $\mathbb{R}(32)$ | $\mathbb{C}(32)$ | $\mathbb{Q}(32)$ |
| 6 | $\mathbb{Q}(4)$ | ${ }^{2} \mathbb{Q}(4)$ | $\mathbb{Q}(8)$ | $\mathbb{C}(16)$ | $\mathbb{R}(32)$ | ${ }^{2} \mathbb{R}(32)$ | $\mathbb{R}(64)$ | $\mathbb{C}(64)$ |
| 7 | $\mathbb{C}(8)$ | $\mathbb{Q}(8)$ | ${ }^{2} \mathbb{Q}(8)$ | $\mathbb{Q}(16)$ | $\mathbb{C}(32)$ | $\mathbb{R}(64)$ | ${ }^{2} \mathbb{R}(64)$ | $\mathbb{R}(128)$ |

can be real numbers $(\mathbb{R})$, complex numbers $(\mathbb{C})$ or quaternions $(\mathbb{Q})$. A few algebras are non-simple and are denoted ${ }^{2} \mathbb{F}(n)$; this means that two copies of the $\mathbb{F}(n)$ algebra are needed in the isomorphism. Looking up the table for the matrix representation of physical space algebra, $\mathcal{G}_{3,0}$, we see that we must use 2-dimensional matrices with com- plex coefficients. Usually we associate the frame vectors $\left\{\sigma_{m}\right\}$ to the Pauli matrices, as follows:

$$
\sigma_{1} \equiv\left(\begin{array}{ll}
0 & 1  \tag{2.2}\\
1 & 0
\end{array}\right), \quad \sigma_{2} \equiv\left(\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right), \quad \sigma_{3} \equiv\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Under the matrix isomorphism scalars are represented by the product of a real number by the identity matrix, vectors by linear combinations of matrices $\sigma_{m}$, areas by linear combinations of two Pauli matrix products and volumes by the product of a real number by $\sigma^{\wedge}{ }_{1} \sigma^{\wedge}{ }_{2} \sigma^{\wedge}{ }_{3}$, the notation $\sigma^{\wedge}{ }_{m}$ being used for matrices. Since the product of the three Pauli matrices is the identity matrix multiplied by the complex imaginary, we see that the unit pseudoscalar of the algebra actually doubles as imaginary.

Minkowski spacetime is most frequently associated with $\mathcal{G}_{1,3}$ algebra, although sev- eral authors prefer the $\mathcal{G}_{3,1}$ alternative. No physical significance is attributed to the choice of signature, but one sees from Table 1 that the corresponding algebras are not isomorphic; there is probably some deep meaning in this choice that has escaped physi- cists so far. For the matrix representation of $\mathcal{G}_{3,1}$, the most direct route starts with Majorana gamma matrices, which have only imaginary elements, proceeding to assign the four frame vectors from yhe algebra by the equation

$$
\begin{equation*}
\sigma_{\mu} \equiv \mathrm{i} \hat{\gamma}_{\mu} ; \tag{2.3}
\end{equation*}
$$

the notation $\gamma^{\wedge}{ }_{\mu}$ is used here for matrices. For the $\mathcal{G}_{1,3}$ algebra we should, in principle, select Pauli matrices $\sigma_{1}{ }_{1}$ and $\sigma^{\wedge}{ }_{3}$ over the quaternion field. There is a workaround that avoids the discomfort of quaternions, which consists on allowing for 4-dimensional matrices with complex elements and restricting the matrix coefficients to real numbers. There several possible alternatives for the assignment of basis vectors to matrices, the most common being derived from Dirac-Pauli representation; this is

$$
\gamma_{0} \equiv\left(\begin{array}{cc}
I & 0  \tag{2.4}\\
0 & -I
\end{array}\right), \quad \gamma_{m} \equiv\left(\begin{array}{cc}
0 & \hat{\sigma}_{m} \\
-\hat{\sigma}_{m} & 0
\end{array}\right) .
$$

These matrices have both real and imaginary elements, but used with real coefficients they still provide a basis representation for $\mathcal{G}_{1,3}$, avoiding the use of quaternions.

In 5 -dimensional spacetime the representation is much easier with $\mathcal{G}_{4,1}$ then with $\mathcal{G}_{1,4}$, because the latter not only needs quaternions but it is also a non-simple algebra; we will not pay much attention to this case. With $\mathcal{G}_{4,1}$ we have a beautiful scenario; we can use 4-dimensional matrices with complex elements and complex coefficients. Among the various possible assignments we propose the following one, which is derived from the Dirac-Pauli representation, as we shall see below:

$$
\begin{gather*}
e_{0} \equiv\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right), \quad e_{1} \equiv\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0
\end{array}\right), \quad e_{2} \equiv\left(\begin{array}{cccc}
0 & -\mathrm{i} & 0 & 0 \\
\mathrm{i} & 0 & 0 & 0 \\
0 & 0 & 0 & \mathrm{i} \\
0 & 0 & -\mathrm{i} & 0
\end{array}\right)  \tag{2.5}\\
e_{3} \equiv\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), e_{4} \equiv\left(\begin{array}{cccc}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right) .
\end{gather*}
$$

We have not covered in this section the matrix representations for Carroll's $\mathcal{G} 3,3$ [1] or Rowlands' $\mathbb{Q} \times \mathbb{Q} \times \mathbb{C}[9,10]$, although the former can be looked up in the table. We will consider these algebras in the next section.

## III. CONVERTING EQUATIONS AMONG ALGEBRAS

We have seen in the previous section that there are isomorphisms between the algebras of different spaces, which means that it is feasible to translate all equations from one algebra to any of its isomorphic algebras. Although the equations can be translated, the geometric connection varies substantially an so does the insight one has over the equations. As an example take the Dirac equation,
which appears formulated as a matrix equation in every textbook. The standard formulation does not allow any geometrical interpretation, because matrices have no connection to geometry whatsoever. The fact that Dirac equation can be translated into geometric algebra provides the necessary link to geometry and the solutions can be interpreted geometrically [7].

If all we are interested in is the formulation of general relativity, 4-dimensional space- time is the adequate choice, which has a total dimensionality of 16 . Physics equations, however, involve the use of complex numbers, at least for quantum mechanics. The total dimensionality implied by the set of physics equations for general relativity and quantum mechanics is then 32 and our task is then to translate equations among algebras with this total dimensionality. We start with Dirac-Pauli matrices, as defined in Eq. (2.4), and we follow the usual procedure for the definition of matrix $\gamma^{\wedge}{ }_{5}$ :

$$
\begin{equation*}
\hat{\gamma}_{5}=\mathrm{i} \hat{\gamma}_{0} \hat{\gamma}_{1} \hat{\gamma}_{2} \hat{\gamma}_{3} . \tag{3.1}
\end{equation*}
$$

The translation between Dirac algebra and the algebra of 5 -dimensional spacetime, $\mathcal{G}_{4,1}$, is made directly by the following relations

$$
\begin{equation*}
e_{\mu} \equiv \hat{\gamma}_{\mu} \hat{\gamma}_{5}, \quad e_{4} \equiv-\hat{\gamma}_{5} . \tag{3.2}
\end{equation*}
$$

This equation can be interpreted both as a matrix or a geometric algebra equation. Indeed, if the $\gamma_{\mu}$ represent the frame vectors of Minkowski spacetime, the equation can be read as a geometric algebra equation and allows the transposition from Minkowski into 5 -dimensional spacetime. The inverse transposition follows the rules:

$$
\begin{equation*}
\gamma^{\wedge}{ }_{\mu} \equiv e_{4} e_{\mu}, \gamma^{\wedge}{ }_{5} \equiv-e_{4} . \tag{3.3}
\end{equation*}
$$

We turn our attention now to Rowlands' algebra, whose elements are sets of two quaternions and one complex number. For convenience we shall represent a general element of this algebra with the notation qqc; boldface and sanserif characters represent two independent quaternions and a normal character represents a complex number. The elements in the set can be commuted, so, the total dimensionality of the algebra is $4 \times 4 \times 2=32$, just as Dirac's algebra. The basis for Rowlands' algebra is given by the sets

$$
\{1, \mathbf{i}, \mathbf{j}, \mathbf{k}\}
$$

$$
\{1, \mathrm{i}, \mathrm{j}, \mathrm{k}\}
$$

$$
\{i\} .
$$

The first quaternion basis verifies the relations

$$
\begin{align*}
& \mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=-1,  \tag{3.4}\\
& \mathbf{i} \mathbf{j}=-\mathbf{j} \mathbf{i}=\mathbf{k}
\end{align*}
$$

similar relations hold for the other quaternion. In order to set up the conversion relations for $\mathcal{G} 4,1$ we start by defining 3 anticommuting elements that can be associated with the 3 physical space dimensions; for this we set

$$
\begin{equation*}
e_{1} \equiv \mathbf{i i}, e_{2} \equiv \mathbf{j i}, e_{1} \equiv \mathbf{k i} . \tag{3.5}
\end{equation*}
$$

We note that the unit volume is now

$$
\begin{equation*}
e_{1} e_{2} e_{3}=\mathbf{i j k i}=-\mathbf{i} . \tag{3.6}
\end{equation*}
$$

Now we need to find an element that anticommutes with the former ones, with negative square, for $e 0$, and a second one, squaring to unity, for $e 4$. A possible choice is

$$
\begin{equation*}
e_{0}=\mathrm{j}, \quad e_{4}=\mathrm{ik} . \tag{3.7}
\end{equation*}
$$

We need to check that the unit pseudoscalar coincides with the complex imaginary, so, we do

$$
\begin{equation*}
e_{0} e_{1} e_{2} e_{3} e_{4}=\mathrm{ijik}=\mathrm{i} . \tag{3.8}
\end{equation*}
$$

The inverse relations are very easy to establish. With the help of the above conversion relations it becomes a feasible task to convert all equations between Dirac's, Rowlands' and my own notations but, if physics is the same in all notations, the insight and com- prehension one has over the problems at hand can gain a lot from different approaches.

The best equation to test the conversion relations is arguably the Dirac equation; this is written, in terms of matrices, as

$$
\begin{equation*}
\hat{\gamma}^{\mu} \partial_{\mu} \psi+\mathrm{i} m \psi=0 . \tag{3.9}
\end{equation*}
$$

Upper indices are used here and elsewhere to denote a change of sign, with respect to the corresponding lower indices, for those elements that square to $-1(-I$ in the matrix case). Multiplying on the left by $\gamma^{\wedge}$ and using conversion relations from Eq. (3.3), the Dirac equation becomes

$$
\begin{equation*}
e^{\mu} \partial_{\mu} \psi+\mathrm{i} m \psi=0 . \tag{3.10}
\end{equation*}
$$

We now establish that $\mathrm{i} m \psi=\partial 4 \psi$, that is, we establish that the wavefunction depen- dence on $x^{4}$ is harmonic and is governed by the particle's mass. This is very similar to a compactification of coordinate $x^{4}$. The Dirac equation acquires a new form:

$$
\begin{equation*}
e^{\alpha} \partial_{\alpha} \psi=\nabla \psi=0 . \tag{3.11}
\end{equation*}
$$

The index $\alpha$ runs from 0 to 4 and the symbol $\nabla$ represents what is known as the vector derivative of the algebra. Any function $\psi$ that is a solution of Eq. (3.11) is called monogenic. There are plane wave solutions for this equation, with the general form

$$
\begin{equation*}
\psi=\psi_{0} \mathrm{e}^{\mathrm{i}\left(p_{\alpha} x^{\alpha}+\theta\right)} . \tag{3.12}
\end{equation*}
$$

The monogenic equation implies that $e_{\alpha} p_{\alpha} \psi_{0}=0$, which can only be true if $\left(e_{\alpha} p_{\alpha}\right)^{2}=0$ and $\psi_{0}$ includes a factor $e_{\alpha} p_{\alpha}$. We say that the vector $p=e_{\alpha} p_{\alpha}$ is a nilpotent vector. In the above cited works, Rowlands uses the nilpotency condition as first principle, but we see here how this can be derived from the monogenic condition. If one establishes monogeneity as first principle, then the nilpotency condition is implied.

In its matrix version, Dirac's equation accepts column matrix solutions, which are called Dirac spinors. In order to find the geometric equivalent of these we define 4 orthogonal idempotent elements by the relations

$$
\begin{align*}
f_{1} & =\frac{1}{4}\left(1+e_{3}\right)\left(1+\mathrm{i} e_{1} e_{2}\right), \\
f_{2} & =\frac{1}{4}\left(1-e_{3}\right)\left(1+\mathrm{i} e_{1} e_{2}\right),  \tag{3.13}\\
f_{3} & =\frac{1}{4}\left(1-e_{3}\right)\left(1-\mathrm{i} e_{1} e_{2}\right), \\
f_{4} & =\frac{1}{4}\left(1+e_{3}\right)\left(1-\mathrm{i} e_{1} e_{2}\right) .
\end{align*}
$$

These elements are called idempotents because their powers are always equal to the element itself. They are orthogonal because the product of any two different idempotents returns zero; They also add to unity. We can then split the original monogenic function into four components as in

$$
\begin{equation*}
\psi=\sum_{i=1}^{4} \psi f_{i}=\sum_{i=1}^{4} \psi_{i} . \tag{3.14}
\end{equation*}
$$

Each of the terms $\psi_{i}$ is still a monogenic function and it is the geometric version of a Dirac spinor. Rowlands' nilpotents have 4 components and they are also another form of spinors.

Now, the case of Carroll's $\mathcal{G}_{3,3}$ algebra [1] does not readily fall into the algebras we have discussed above because, being 6 -dimensional, it has a total dimensionality of 64 , doubling the dimensionality of those algebras. However, Carroll argues that there is one special time dimension, which corresponds to ordinary time, and two orthogonal time dimensions, which must be treated differently. Carroll's proposed wavefunction is the solution of the second order equation

$$
\begin{equation*}
-\left(\partial_{s 1}^{2}+\partial_{s 2}^{2}+\partial_{s 3}^{2}\right) \psi+m^{2} \psi+\partial_{t 3} \psi=0 ; \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
m^{2} \psi=\left(\partial_{t 1}^{2}+\partial_{t 2}^{2}\right) \psi . \tag{3.16}
\end{equation*}
$$

For the purpose of this equation we can define a combined time coordinate, using $t_{1}$ and $t 2$, by

$$
\begin{equation*}
t c=\frac{1}{2}(t 1+t 2) . \tag{3.17}
\end{equation*}
$$

Equation (3.16) is then a $\mathcal{G}_{2,3}$ algebra equation and we see from Table 1 that this algebra is isomorphic to $\mathcal{G}_{4,1}$. In order to convert between the two algebras we define the vectors for $\mathcal{G}_{2,3}$ by

$$
\begin{align*}
e_{s m} & =\mathrm{i} e_{m} \\
e_{t 3} & =\mathrm{i} e_{0}  \tag{3.18}\\
e_{t c} & =e_{4}
\end{align*}
$$

With this conversion it is easy to verify that Eq. (3.16) is indeed a second order version of Eq. (3.11). We don't discuss here other implications of Carroll's 6 -dimensional approach, the purpose of this discussion being only to show that there is an implied 5 -dimensional algebra isomorphic to the other ones presented above.

## IV. CONCLUSION

Many authors resort to different algebras for the exposition of their own approaches to fundamental physical equations, such as Maxwell's equations, Dirac's equation and Einstein's equations. Quite frequently authors propose their own versions of those equations, highlighting the virtues of their approaches. The task of comparing results is difficult because the form of both equations and their solutions is dependent on the particular algebra that the author has chosen. We have shown that the algebra used by Dirac has an overall dimensionality of 32, the same as several 5 -dimensional algebras proposed by different authors. The tensor algebra that most people use for general relativity is indeed a 16 -dimensional sub-algebra of the Dirac algebra, so, it does not need to be addressed specifically.

Particular examples of algebras isomorphic to the Dirac algebra are those used by Rowlands $[9,10]$ and the author himself $[6,7]$. We have shown how to convert between those two algebras and the Dirac algebra. A slightly different case occurs with the algebra used by Carroll [1], because this has an overall dimensionality of 64. Here we have shown that some of the proposed equations can be set in an algebra isomorphic to the previous ones and we presented the means for converting equations between Carroll's algebra and the remaining ones.

The choice of a particular algebra is irrelevant from the point of view of the mathe- matical validity of equations, but it may make a significant difference to the perception and comprehension of the physics behind the equations. Quite often, no single choice of an algebra offers the definitive approach to an equation. Looking at a particular problem from different angles usually broadens our perspective over that problem, so, it makes sense to have equivalent equations written in varied algebras. However, we need to be able to convert among algebras in order to unify the various approaches.
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#### Abstract

Three fundamental properties ${ }^{[2,7]}$ are used as independent bases that describe an 'absolute symmetry space ${ }^{[6]]}$, in which bosonic matter is represented as composite modal waves in the properties, with the latent environment (non-conserved states) providing opportunities for unsynchronized or nonlocal states to interact. Quark matter is represented as conserved solution events. To represent physicality, a 'general exclusion principle', based on a requirement for continuity and nonambiguity at events, implies a necessarily latent framework in non-conserved energy states for larger groups, which also generates potential fields. The representative number types are determined by the position of state vectors in symmetry space, and the given interaction algebra leads naturally to symmetric conservation ${ }^{[1]}$ and group theory. Approaches to useful unifications are suggested, and some interpreta-tions are offered in terms of this representation for the fundamental or derived nature of the energy states and processes known to physics, including correlations with - and additions to - the Standard Model.
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## I. INTRODUCTION

## I. A. Background and Aims

Many of the existing models in physics are limited in their scope or perspective, by fundamental assumptions, and also by scale of application. Not all of the experimental results explained by quantum, classical and relativistic models use the same principles. Historically, the exploration of physics was based on a backward projection from common spatial and mass-equivalent interpretations, which we feel only expresses a conversion (or action) of energies to spatial displacement in an ideal context; a subset of an expansion from the unifying transformations of an underlying fundamental model. Recent works ${ }^{[P I R T} \mathbf{X}, \mathbf{X I ]}$ by Rowlands, Carroll and Almeida show promising formula-tions, providing more complete information about conserved matter states encoded in the Dirac Equation, and those arising from nilpotent, monogenic, or closed-group models. A truly unifying model would comprise a minimal number of equally fundamental elements that define all possible energy states and explain all observable and nonobservable phenomena, from which a subset of views describes the human experience of physics, ranging in scale from the sub-quantum (metaphysical) through to the cosmological. It must also be able to describe all forces and their sources, the causality or otherwise of all interactions, and the involvement of energy states in those interactions.

In such an ideal model, physical interactions can be reduced to fundamental symmetries, so that we may obtain new insights from new projections and analytical studies of the fundamental model. 'Pieces of Eight' is a project that aims to find such a fundamental model, with hopes that it may offer new information and be viably computable. This paper consolidates the early stages of the author's ongoing effort, based on the work of Rowlands, to build a fundamental representation model that generates the states and processes offered by the many incompatible models accepted in physics today.

## I. B. The Symmetry Space ${ }^{[6]}$

Three "properties" take binary value at fundamental level: $a$ : real or imaginary, $b$ : conserved or non-conserved, and $c$ : dimensional or non-dimensional ${ }^{[2,7]}$, combining to represent eight possible absolute energy states which have meaning to physicists. Symmetry violations in properties $\{a, b, c\}$ operate along their own respective axes (they do not mix), and their values describe the physical and mathematical nature of the energy states (Table 1).

Table 1. (left) Eight possible energy states, (right) their relationship in the absolute Symmetry Space.

| Energy State | + real <br> -imaginar | + non- <br> -conserve | + <br> -continuou | Produc <br> Numbe |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{S}$ | space | $+a$ | $+b$ | $+c$ | 0 |
| $\mathbf{A}$ |  | $+a$ | $+b$ | $-c$ | 1 |
| $\mathbf{B}$ |  | $+a$ | $-b$ | $+c$ | 2 |
| $\mathbf{M}$ | mass | $+a$ | $-b$ | $-c$ | 3 |
| $\mathbf{C}$ |  | $-a$ | $+b$ | $+c$ | 4 |
| $\mathbf{N}$ | time | $-a$ | $+b$ | $-c$ | 5 |
| $\mathbf{Q}$ |  | $-a$ | $-b$ | $+c$ | 6 |
| $\mathbf{D}$ | $\boldsymbol{?}$ | $-a$ | $-b$ | $-c$ | 7 |



## II. BASIC ALGEBRA

## II. A. Choice of Operator: Interactions of the Properties

Energy states are implicitly combined by operations on their properties' values, in the manner of multiplication (eqs.1,3), exclusive-or logic (eq.2), continuous (eqs.4,16), and decompositions of compact Lie group representations. Reapplication of a change results in the return to identity.

$$
\begin{gather*}
+a *-a=-a *+a=-a, \\
+a *+a=-a *-a=+a .  \tag{2,7}\\
(0 \oplus 1)=(1 \oplus 0)=1, \\
(0 \oplus 0)=(1 \oplus 1)=0 .  \tag{}\\
\left(-1^{\text {odd }}\right)\left(-1^{\text {even }}\right)=\left(-1^{\text {even }}\right)\left(-1^{\text {odd }}\right)=-1, \\
\left(-1^{\text {odd }}\right)\left(-1^{\text {odd }}\right)=\left(-1^{\text {even }}\right)\left(-1^{\text {even }}\right)=+1 . \tag{3}
\end{gather*}
$$

We may derive a continuous wave in exponential form (eq.16) using real and imaginary parts based on:

$$
\begin{equation*}
(\forall \varphi \geq 0) \in \mathbb{Z}, \quad-1^{\varphi}=i^{2 \varphi}=\cos \pi \varphi \tag{4}
\end{equation*}
$$

Properties $\{a, b, c\}$ are orthogonal and conserved, such that $\langle a \mid b\rangle=\langle a \mid c\rangle=\langle b \mid c\rangle$ $=0$, forbidding direct unitary group rotation between different properties, but it may be emulated by composition and inversion of elements (rotation by reflections), as shown in the first column of Table 2. Quaternion units and 4-vector units, which will be introduced in later algebra, are non-abelian; they anti-commute, whereas groups of binary states are abelian.

Table 2. Comparing rotational behaviours of group elements.

| Properties | CPT | Quaternion Units ${ }^{[2,5,7]}$ | 4-vector Units ${ }^{[2,5,7]}$ |
| :---: | :---: | :---: | :---: |
| $a b * a b c=c$ | $C P=T$ | $\boldsymbol{i} \boldsymbol{j}=-\boldsymbol{j} \boldsymbol{i}=\boldsymbol{k}$ | $\mathrm{ij}=-\mathrm{ji}=i \mathbf{k}$ |
| $a c * a b c=b$ | $C T=P$ | $\boldsymbol{j} \boldsymbol{k}=-\boldsymbol{k} \boldsymbol{j}=\boldsymbol{i}$ | $\mathbf{j k}=-\mathrm{kj}=i \mathbf{i}$ |
| $b c * a b c=a$ | $P T=C$ | $\boldsymbol{k i}=-\boldsymbol{i} \boldsymbol{k}=\boldsymbol{j}$ | $\mathbf{k i}=-\mathbf{i k}=i \mathbf{j}$ |
| $a b c * a b c=0$ | $C P T * C P T=0$ | $\boldsymbol{i}^{2}=\boldsymbol{j}^{2}=\boldsymbol{k}^{2}=\boldsymbol{i} \boldsymbol{j} \boldsymbol{k}=-1$ | $\mathrm{i}^{2}=\mathrm{j}^{2}=\mathbf{k}^{2}=1$ |
| $a b c=$ inverse | $C P T=0$ |  |  |

The state of properties $\{a, b, c\}$ have no direct means of expressing a value for direction. This simplifies philosophi-cal matters of causality by removing them from the most fundamental level. We later find that the direction of time's arrow depends on the 'ordering' of phase-offset states, in a higher-order group structure.

## II. B. Nilpotent Group Symmetry: Roots of Zero

It has been shown ${ }^{[6]}$ that closed groups of parameters form self-contained systems for energy transformation. We define interaction between entities as a symmetric violation: a property violation in one energy state is balanced by a corresponding opposite violation of the same property in another energy state in the group. This is the 'nilpotent effect': while balanced violations ensure that the net violation of the system is zero (implying system-wide conservation), the energy within is transformed to different states. A discrete calculus interpretation can be defined as:

$$
\begin{equation*}
\Delta|\mathbf{W} * \mathbf{X}|=\Delta|\mathbf{Y} * \mathbf{Z}|, \text { or } \delta|\mathbf{W} * \mathbf{X}|=-\delta|\mathbf{Y} * \mathbf{Z}| \tag{14}
\end{equation*}
$$

where $\{\mathbf{W}, \mathbf{X}, \mathrm{Y}, \mathrm{Z}\}$ are state vectors in Symmetry Space, and any or all of the member states may be collapsed or expanded into more or less terms.

In eqs.5-8, parameter pairs all have net result [001]. There are six other useful products resulting from other pairs (where identity is

$$
\begin{gather*}
\mathbf{S A}=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]  \tag{5}\\
\mathbf{M B}=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]  \tag{6}\\
\mathbf{N C}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]\left[\begin{array}{l}
1 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]  \tag{7}\\
\mathbf{Q D}=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]  \tag{8}\\
{\left[\begin{array}{l}
a_{1} \\
b_{1} \\
c_{1}
\end{array}\right] \ldots\left[\begin{array}{l}
a_{n} \\
b_{n} \\
c_{n}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]}  \tag{9}\\
{\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right] \lambda_{1} \ldots \lambda_{n}=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]}  \tag{10}\\
\left(\lambda_{1}-\lambda_{0}\right) * \ldots *\left(\lambda_{n}-\lambda_{0}\right)=0  \tag{11}\\
|\partial E|=|\partial a|+|\partial b|+|\partial c|  \tag{12}\\
\lambda_{1} * \ldots * \lambda_{n}=E \tag{13}
\end{gather*}
$$ $[000])^{[6]}$. If equal products are combined, then the result is zero. The balancing of symmetry violations may be expressed in general form for a closed system, noting that ' 0 ' is the value of the identity or closure, which need not be defined in this general model. This can also be viewed in reverse, where solutions are possible expressions of an independent product.

Supporting Noether's "Theorem I " ${ }^{[1]}$, closed symmetric violations (divergence pairs) within the group obey their respective conservation laws, and where there is no violation in a property then that aspect of the system is invariant (3.2, 3.4).

## II. C. Closed Groups and Approaches to Unifications

Because the properties $\{a, b, c\}$ are rotation-asymmetric, they do not interact upon each other; each of $\{a, b, c\}$ interacts on its own independent row (2.1). For this reason, the simplest quantitative expressions that successfully unify all energy states in the Symmetry Space are likely to comprise sums of three terms, corresponding to the three possible violations of fundamental properties (eqs.9,10,12), remembering that multiplication is generally for coupling interactions (both the inner and outer products), and addition separates anisomorphic terms. As with eqs.1,14, this applies also to differential versions, provided they describe fundamental interactions.

No practical system can be considered entirely closed; the representation of 'free groups' is unrealistically ideal, because a closed system is only an approximation, due to ambient conditions or nearby influences, such as residual charge interactions, and the accumulated gravitational interactions with the rest of the universe. Despite these shortcomings, the closed system presents a simple model from which we can learn.

In simple interactions and small groups, $\lambda_{0}$ (eq.11), $E$ (eq.13), or $\partial E$ (eq.15), may represent a unified quantum potential, satisfied by the solution in $a, b$, and $c$. Open systems have non-zero solutions (eq.13). They might be irreducible, or represent vacuum energy, so statistical representation of $E$ might suffice (2.4).

## II. D. Vacuum

In this model, vacuum is all $\lambda$ (eqs.10,11) or $E$ (eqs. 12,13 ); the set of potential symmetry violations relative to any given energy state or group, with relevance to any system. It needn't be physically manifest, nor local. It is not the empty volume between particulate matter, nor is it an aether-based field from which background energy may be tapped; nor is it a cloud of virtual particles surrounding matter.

There are eight super-symmetric binary groups ${ }^{[6]}$ within the Symmetry Space. These are conjugate pairs of closed four-member sub-groups, whose four unit states may be connected by a plane or tetrahedron in $\{ \pm a, \pm b, \pm c\}$. It is worth noting at this point that these super-symmetric groups do not imply a conjugate set of particles ('super particles') to mirror those of the Standard Model, because the physical meaning of energy states is absolute, rather than relative: the Symmetry Space conjugate (in all three properties) of a particle would not be a particle, but a field or potential.

## II. E. State, Process, and Operator

We have used the $*$ operator to combine properties (eq.1) and to implicitly combine energy states (eq.14). This operator symbol is not strictly necessary, because instances of states are their own operators, interacting as change factors within the independent $\{a, b, c\}$ channels. This gives us a form that may be readily quantized in multiple orders, and the rich mathematical tools of group theory. Further, we are accustomed to modelling states and processes separately, but the combined approach used here avoids a significant obstacle to the completeness of any fundamental philosophy: the requirement for an agent of change that operates in parallel with the model. Here, such an external agent is not necessary. Instead, this model is inherently self-contained, with its own proper time.

## II. F. Choice of Number Types

The properties themselves determine the type and composition of number representing the dimensional values of energy states, as shown in Table 3, along with the rotation symmetries implied by their position in the Symmetry Space. Imaginary units square to i (negative norm), and real units square to 1 (positive norm).

Rotation symmetry and translation symmetry apply only to non-conserved dimensional states [2]. It is important in group transformations, especially actions that are realised as spatial changes.

Table 3. Number types and unit basis elements for absolute energy states

| State | Value <br> Representation | Rotation <br> Symmetry | Unit Basis Elements |
| :---: | :--- | :---: | :--- |
| space | real 3-vector | Yes | $x=s_{x}, y=s_{y}, \quad z=s_{\boldsymbol{z}}$ |
| A | real scalar | $\mathrm{n} / \mathrm{a}$ | $x=\mathrm{g}$ |
| $\mathbf{B}$ | real 3-vector | No | $x=\rho_{\mathrm{x}}, y=\rho_{\mathrm{y}}, \quad z=\rho_{\mathrm{z}}$ |
| mass | real scalar | $\mathrm{n} / \mathrm{a}$ | $x=m$ |
| $\mathbf{C}$ | imaginary 3-vector | Yes | $\mathbf{i}=\mathrm{C}_{\boldsymbol{x}}, \mathbf{j}=\mathrm{C}_{y}, \mathbf{k}=\mathrm{C}_{\boldsymbol{z}}$ |
| time N | imaginary scalar | $\mathrm{n} / \mathrm{a}$ | $i=\tau$ |
| charge | imaginary 3-vector | No | $\boldsymbol{i}=\mathrm{Q}_{e}, \boldsymbol{j}=\mathrm{Q}_{w}, \boldsymbol{k}=\mathrm{Q}_{s}$ |
| $\mathbf{D}$ | imaginary scalar | $\mathrm{n} / \mathrm{a}$ | $\mathrm{i}=\phi$ |

Composites of number types assume coupling, and these processes (of conjugation, complexification, and dimen-sionalization) will generate further number types: real, imaginary, complex, quaternion, multivariate vectors, and limited combinations thereof ${ }^{4,7,8]}$. For example, Rowlands' compactification of the dimensions of charge into those of energy, momentum, and mass ${ }^{[5,7]}$ implicitly defines a unifying coupling, and privileges the inner products. As suggested in our earlier work ${ }^{[6]}$, and by Almeida ${ }^{[8]}$, similar treatment to other representations should provide useful insights.
[Author's note: Parts 3 to 10 (16pp total) will be presented at a later date]
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# RELATIVISTIC PHYSICS IN COMPLEX MINKOWSKI SPACE, NONLOCALITY AETHER MODEL AND QUANTUM PHYSICS 

Elizabeth A. Rauscher<br>Tecnic Research Laboratory 3500 S. Tomahawk Road, Bldg. 188<br>Apache Junction, AZ 85219 USA<br>Email: bvr1001@msn.com

Many naturally occurring phenomena require theoretical treatment utilizing complex analysis by methods such as the Cauchy-Rieman relations. These methods use hypergeometrical spaces which treat inherently nonlinear, non-dispersive, collective nonlocal resonant states of a quantum system, so as to be consistent with the nonlinearity inherent in general relativity. Most typical approaches to the quantum theory form linear approximations, which limit the ability to formulate a quantum relativity theory. The fundamental nature of remote connectedness is exemplified by Young's double slit experiment, Bell's theorem nonlocality, Mach's principle and the operation of a Foucault pendulum, which all appear to employ the existence of an aether.

We demonstrate that a geometric aether is not precluded by the structure of the relativity theory, although, in general, Einstein excluded the concept of an aether and a fixed reference frame. In fact, certain observable phenomena, such as Mack's principle and also Bell's theorem and the Young's double slit experiment imply the existence of a fixed geometry spacetime aether. One of the basic tenants of this aether is the fundamental principle of nonlocality. In the quantum principle the nonlocality can be understood in terms of the Soliton - Solitary wave solutions of the Schrodinger equation solved in complex relativistic Minkowski space.

For the complex modified relativistic multidimensional aether will allow us to theoretically understand the fundamental nature and mechanism of nonlocality. This understanding will allow us to design experiments that further evaluate the properties of nonlocal coherent collective phenomena. The structure of quantum theory using the Schrodinger equation, covariant Dirac equation and sine-Gordon equation are solved in a complex hyper-eight dimensional relativistic geometric space. The symmetry of this space possesses relativistic Lorentz invariance for nonlinear hyper-dimensional geometry, nonlocality, and nonlinear coherent states which are expressed in terms of quantum soliton solutions.

Keywords: Modified Relativity, Complex Minkowski Spaces, Nonlocal Aether and Quantum Theory.

# DECOUPLING THE METRIC 

Roger Brewis
BA, BSc, MSc.

The tensor calculus of general relativity provides a mathematical structure that is elegant, and permits a unified metric for both light and what has been called 'ponderable matter'. The unification of light and matter in the gravitational mathematics mirrors the separate unification in quantum mechanics through the duality model.

The most accessible metric is that of Schwarzschild, which has been successful in a range of 'key predictions'. It includes an anisotropy in that the radial component differs from the tangential components. An examination of the metric suggests that, at least in relation to the accepted key predictions of general relativity, a theoretical decoupling of the individual elements of the metric would still be in keeping with observation.

The abandonment of a unified mathematical structure for light and matter would be a serious step, but appears to open up the option of simple hydrodynamic interpretations for gravitational and other phenomena, and this will be considered in a companion paper.

There is some theoretical backing for such a move in the geometric algebra calculations of Doran at Cambridge, which suggest a revised black hole event horizon that is compatible with an isotropic metric.

Keywords: ponderable matter, Schwarzschild metric, general relativity, gravitation, geometric algebra calculations, hydrodynamic.
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# A HYDRODYNAMIC INTERPRETATION 

Roger Brewis
BA, BSc, MSc.

Hydrodynamic explanations for gravitational and other phenomena have a long history. Madelung and Korn are generally cited, but the approach is also seen in the extensive examination of magnetism by Maxwell in 1861.

In a companion paper I have suggested that it is possible to decouple the elements of the Schwarzschild metric, and thereby eliminate the anisotropy in general relativity that is otherwise problematic for hydrodynamic interpretations. That anisotropy is a complicating factor in many attempts at physical interpretation of relativity, and also in relation to the unification of physics theories.

The hydrodynamic interpretation now suggested invokes a vortex-ring particle, as popularised by Kelvin, that is in constant vibration. These vibrations provide a physical basis for the Bohr equation for emission frequency and the quantum well model. Work at DAMTP in Cambridge suggests that vortices can be self-organising.

The vibrations thereby transmitted obey the general requirement of the inverse square law, but require a non-linear element in order to create a motive force on other vortex ring particles. That non-linearity suggests explanations for a range of gravitational anomalies.

Additionally, there are clear parallels between the Schrödinger equation and the Navier-Stokes equation of hydrodynamics, permitting a physical interpretation of Schrödinger's $\psi$. Geometric algebra, which has been shown to be so useful in quantum mechanics by Rowlands at Liverpool and in gravitational relativity by Doran and colleagues at Cambridge, and which was used in earlier forms in the nineteenth century for both hydrodynamics and electromagnetism, becomes a strong candidate for the mathematical unification of physics.

Keywords: hydrodynamic, Schwarzschild metric, physical interpretation of relativity, vortex-ring particle, Schrödinger equation, the Navier-Stokes equation.
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# REALIZATION OF ELEMENTARY MATTER IN SELF-REPLICATING REGULAR SOLID REWRITE 

Erik Trell<br>Professor Emeritus, University of Linköping, Strandviksvägen 47, SE-65590 Karlstad, Sweden<br>Tel +46(0)705970727 email: erik.trell@liu.se, erik.trell@gmail.com

The Nilpotent Universal Computer Rewrite System (NUCRS) has operationalized the radical ontological dilemma of Nothing Whatsoever versus Anything at All down to the principal recursive syntax and primary mathematical realisation of this categorical dichotomy as such and so governing all its sui generis modalities, leading to fulfilment of their individual terms and compass when the respective choice sequence processing is brought to closure. In the distinct morphogenetical modality of structural Physics, NUCRS thus provides an algorithm for direct quantum holographic replication of the entire elementary particle spectroscopy with the perfect straight line as singular eigenvector unfolding along the NUCRS concatenations in the form of the classical regular solids and their differentials into maximally three-dimensional ordinary space and matter, where Lie algebra $\mathrm{SO}(3) \times \mathrm{O}(5)$ transformation dynamics is also immanent by adjoined Aristotelian phase transition between absolute Straight and Round. More specifically, the ground line element thereby spans a real three-dimensional eigenspace with cubical eigenunits, or 'pixels' ("cuBits"), where geometrically quark-skewed quantum-chromodynamical particle events self-generate in an exhaustive range of transition matrix elements and portions adapting to the spherical root vector symmetries and so reproducing all observed baryons, mesons and leptons and their exact channels, masses and electromagnetical and angular momentum quantum numbers, including a modular, truncated octahedron nano-distribution of the electrons which piecemeal enter into molecular structures or compressed to each other fuse into atomic honeycombs of periodic table signature. These honeycombs, in turn, template the ensuing self-similar super-positioning up to the complete orbital filling in the volumetric expansion of the separate Atoms, even including rare "designer atomic nuclei" isotopes like ${ }^{11} \mathrm{Li}$, delocalization processes such as K -shell hole ionization, and diatomic as well as larger inorganic molecules. The one-, two- or three-dimensional further geodetical iteration of the rendered motif determines its gaseous, fluid or firm state, over which the regular solids and their symmetries hence continue to prevail in corresponding hierarchical levels of exponentially volume-duplicating "self-assembly at all scales".

Keywords: dilemma of Nothing Whatsoever versus Anything at All, quantum holographic replication, K-shell hole ionization, quantum information.
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## I. Introduction

Is there a difference between matter and mathematics? In these days when "American particle physics stands at a crossroads" and its "decline has snowballed into a
crisis" (Cho[2008b]), a thereby urged return to the mutual roots in Indo-Oriental-Hellenic Philosophy recollects that there is not: the text and the sand it is written in are one and the same. But in our part of the world this unity was lost in translation by medieval ecclesiastical sophists like St. Augustine of Hippo (354-430 AC) who could only accept a disparate divine creation and therefore, even up till today, let Western "humanity's best attempts at the ultimate explanation of matter and energy, space and time...suffer from a fundamental weakness the strings move in a spacetime whose shape has been chosen from the beginning, as if they were actors on a previously constructed stage" (Cho [2002]). Instead, "a truly fundamental theory would build the stage itself" already "on the smallest length and time scales", where "just as matter is made of atoms and elementary particles, space consists of tiny indivisible bits" with "a recipe for transporting direction-indicating vectors through spacetime" ( Ib .) so as to virtually incubate the precipitation (and vice versa) in a mutual "mortise and tenon" way (MacKenzie [2004]). However, the original simplicity and synthesis is lacking. A recent example is "Inflatory Cosmology", likewise aiming at "exploring the universe from the smallest to the largest scales" but failing both at the entry and at the ultimate question: "What, then, determined the vacuum state for our observable universe? The authors hope that some principle can be found...it must have had a past boundary, before which some alternative description must have applied. One possibility would be the creation of the universe by some kind of quantum process" (Guth and Kaiser [2005]).

Uniquely satisfying such ontological demand (Johansen [2006a,b]) and in increasing concretion and detail also meeting up with advancing nanotechnology that reveals polygonal structures "folded from planar substrates" (Whiteside and Grzybowski [2002]) "form assemblies or self-organize, possibly even forming hierarchies" (Ikkala and ten Brinke [2002]) all the way from the very threshold when always equally self-similar structure enters into our participatory interactive observation, this is what the ancient, in essence equally mathematical as material regular

Foot note: This is a development of a previous paper (Trell [2008]) and written in duplicate to the 2008 London PIRT Conference and ISRAMA 2008 at the 100-year anniversary of the Calcutta Mathematical Society.

Solids provide and effect for our specific world. They fully comply with their assignment as "the perfect bodies" (Sutton [2001]), and the moment has come to recomprehend their direct belonging to the reality that we, too, share. From their infinitesimal morsels to totality in periodic levels of aggregation and assembly (Lehto [2006]) they are the construction set of the physical manifestation of existence and to last bit "build the stage itself" (Cho [2002]) by the bricks of their own as well as of the stage and so enacting there their necessarily exclusive solo performance.

But why not just any grains? Why the regular solids? Calling them Pythagorean (569-475 BC), Platonic (438-347 BC) or Euclidean (325-265 BC), and recognising that on both sides of this wide summit they span over millennia of omniscientific achievement from time immemorial and onwards to Diophantus (about 200-284 AC), Cardano (15011576), Cartesius (1596-1650), Fermat (1601-1665) and others, and still as mentioned maintained in the East as finest emulated in the cosmographic Girih tilings (Makovicky [1992]); And one comprehends that they are not some random chunks but crystals of pure logics and logistics: the germination of structure in a generic first principle and its eigenmatrix and eigenelements and further identification with observable distinctive traits
of Nature such as, for long, Earth, Fire, Air, Water...and vibrant Life as instinctively related to Cosmos at large. These substantial associations are nothing to laugh at today but should be transferred to the infinitesimal - and infinite - scales that modern instruments approach and where the regular solids in their originally conceived geodetic interval segmentation and iteration are irresistibly coming back to the forefront. They are the pieces that tessellate a consistent three-dimensional puzzle from one constitutional element alone, viz. extension, the primality of which may best be apprehended by considering its antipode of no extension. This is not a point, not an empty slot in provided space, because space is made of extension. The antipode of extension is nothing at all, is blank absence. In the equally categorical obligatory contrast to absence, bare presence, absolute and eternal extension is therefore an elementary modality with ground vector the infinite straight line. When this draws its own settings a coherent regular solid world is unfolded; moreover fully in line with the recent Nilpotent Universal Computer Rewrite System (NUCRS), which has operationalized the common dilemma at hand of Anything at All versus Nothing Whatsoever down to the principal recursive syntax and primary algebraic realisation of its categorical dichotomy as such and so a "keystone of a fundamental computational foundation" also of the present faithful morphogenetical modality (Rowlands [2003a,b, 2006, 2008]).

## II. CUBICAL EUCLIDEAN/DIOPHANTINE SPACE

Fig. 1 summarizes the reasoning as clearest stated by Ptolemy, who in his book 'On Distance" (150 AC) prescribed: "Draw three mutually perpendicular lines. Try to draw another line perpendicular to all of these lines. It is impossible. The fourth perpendicular line is entirely without measure" (http[a]). Hence he also asserted the definite threedimensionality, of the straight line's own terms and compass and in parallel those of flat and timeless (Trell [1984,
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Fig 1. - Say, that there comes a straight line out from one's closed eyes leaving in the forward direction $(+Z)$. Then it must also endlessly extend towards one from behind, and there must be such lines infinitesimally tight over all the void's reach, because a linearly independent such axis can also come from below and rise up $(+\mathrm{Y})$, or from the one side and leave on the other $(+\mathrm{X})$, all of them together thereby spanning the endless Cartesian co-ordinate system and between them enclosing the infinitesimal cubical eigenvector bit of the matrix.

2004e]) Euclidean/Diophantine space spanned by it. It follows that the lines can be drawn from everywhere there and when infinitesimally tight generate the origin of an observer-centred analytic co-ordinate system with relative plus and minus orientation as well as enclose the ubiquitous eigen-element of the space (somewhat distorted in the projection). The result is necessarily a cube, or cubicle, too, whose sides are so close that they touch, rendering it a solid. And this is the ground plan of the whole family; the infinitesimal line bit is in the second dimension expansion folded to a plane, i.e. equilateral triangle, square, pentagon and hexagon. But only those which can be further iterated to a volume form the three-dimensional regular bodies. They are the triangle (tetrahedron, octahedron and icosahedron), square (cube) and pentagon (dodecahedron) whereas the hexagon stays flat.

One realizes their elementary mathematical nature, where the ground line bit completely spans its own one-dimensional subspace and by further non-overcrossing iteration, via the two-dimensional finally the three-dimensional regular solids which completely fill the space which they define and are defined by: they are thus the terms of the field as well as concrete bodies and unique and specific as such. To exemplify, a successive non-crossing self-delineation of the infinitesimal cube which in bottom-up addition encounters the top-down division is illustrated in a plane projection in Fig.2. It is seen that it is not a closed circuit but that the formation continues with a quarter counterrotation per cube - and also that diagonal connections are forbidden because they would be of relative length $2^{1 / 2}$, and, like his contemporaries and Mathematikoi (= adepts) Pythagoras in particular recognized only one, I , as basis of numbers (Fraser [2003]) as well as figures.


Fig 2 - Plane projection of orthogonal folding of the cube
In three dimensions number one was in consequence represented as the unit cube. For instance, the geometry that Euclid learnt from his Ionian teachers "was originally based on watching how people built", and "the measurement of volume by the number of cubes with sides of standard length required to fill a solid space was probably first used by the Sumerians, who built with bricks" (Hogben [1937]).

It is possible to reconstruct this original whole-number bit system (Fig. 3), by which the genuine Euclidean space as well as Diophantine equations and the operations and constellations therein can be directly brick-laid.


Fig 3 - Three-dimensional Diophantine whole-number cells, one-dimensionally joined in the vertical direction to infinite series of integers of the first degree by the same discrete amount of the ground unit cubicle, or 'cuBit'
Regarding next question - how did the building proceed? - there are at least two main continuous alternatives, one of which has been brought to the fore again both theoretically by e.g. Penrose [1995] and in recent nanotechnological "layer-by-layer" material self-aggregation and - organisation (Velikov et al [2002]). It can be described as a stepwise eccentric winding over the surface of the expanding box and has been used to literally underpin a previous proof of Fermat's Last Theorem (FLT) (Trell [1997,1998a, 2002, 2003b,c, 2004c, 2005b,c, 2006a-c]).

The other, and most straightforward at the bottom level is to first pave the floor, starting by a row from a corner along the side, after that turning for the next row, and so on till the ground square or rectangle is filled. Then, with unbroken succession in reverse order in the next tier, and so on, till the box is completed in a hence really analytical way, too, i.e. continuous, spacefilling and non-overcrossing (Ib.). Although this mode would probably be closest at hand for Diaphanous as well as for Pierre de Fermat, both may be used optionally. For it is important, that the comparatively late Diaphanous himself "stated the traditional definition of numbers to be a collection of units" when in his equations they "were simply put down without the use of a symbol" (Heath [1964], Zerhusen [1999]). The effective quantum leap in relation to modern linear functions is of course the integer and spatial instead of point and imaginary state of the numerical unit.

However, as outlined in Fig. 4, the added, in a double sense manifold value of the direct spatial realisation of whole numbers does not become apparent until with Diophantus formalising their exponentiations and subsequent equations. As mentioned, the natural procedure that offers for a serial power expansion is a sideways instead of length-wise multiplication of the digit by itself, producing at the second degree stage a square tile, step-by-step like the Sumerians did till the quadrate or rectangle is continuously and nonovercrossingly tessellated (Fig. 4).


Fig 4 - Genuine Diophantine equation space
Then, in the same fashion, next layer is filled, and next, and next, till the resulting first-order third degree 'hypercube' is also analytically completed (Fig. 4). In turn, that 'hypercube of the first order' in same periodic progression re-multiplied by the base number yields a $4^{\text {th }}$ power in the shape of a quasi-one-dimensional 'hyper-rod of the second order', which in forthcoming multiplications generates a $5^{\text {th }}$ degree second order hypersquare, $6^{\text {th }}$ degree hypercube etc. in an endless cyclical "self-assembly at all scales" (Whitesides and Grzybowski [2002]) that eventually contains all whole-number (and fractional) powers that there at all are (Fig. 4). The entire Diophantine equation Block Universe is thus generated by a recursive, perpendicularly revolving algorithm in a maximum of three dimensions, thereby reproducing the hierarchically retarded, nonovercrossing, i.e. analytical space-filling of consecutively larger constellations, imaginable up to the size and twist of galaxies, no matter if taking place during actual time or an instantaneous phase transition in the sufficient ordinary Cartesian co-ordinate frame.

In such geometrized mathematical iteration, a stepwise continuous "rod-coil-rod...self-assembly of phase-segregated crystal structures" (Kato [2002]) - which "in turn form assemblies or self-organize, possibly even forming hierarchies" (Ikkala and ten Brinke [2002]) - precipitates in a completely saturating, consecutively substrateconsuming way, displacing other stepwise cumulative syntheses (Fig. 4). This is of utmost relevance, since, with bearing to and like Fermat's Last Theorem (FLT), "far from beingsome unimportant curiosity in number theory, it is in fact related to fundamental properties of space" (www [1996]) as well as of integers (www [1997]). And the uniformity, that all whole-number powers from $\mathrm{n}=3$ and onwards are realised in sufficiently three dimensions as saturated regular parallelepipeds enables the demonstrations ad modum Cardano to be exposed in the continuation as expressed by the simplest (but undeniable) 'schoolboy mathematics' formulas - by which yet Fermat's Last

Theorem (FLT) as well as the latter-day progeny called Beal's Conjecture (BC) can be proved. Expressed in the forefather FLT designation, BC states that all possible whole-number power, $\mathrm{X}^{\mathrm{n}}+\mathrm{Y}^{\mathrm{m}}=\mathrm{Z}^{\mathrm{p}}$, additions must share an irreducible prime factor in all its terms (Mauldin [1997-], Mackenzie [1997]). By extrapolation from Fig. 4, it can be observed that all manifold blocks grow from the preceding one in the same column by adding upon this one less of the same than its base number:

$$
\mathrm{X}^{\mathrm{n}}+(\mathrm{X}-1) \mathrm{X}^{\mathrm{n}}=\mathrm{X}^{\mathrm{n}+1},
$$

Which has an all-power solution when (X-1) is of n.th power, e.g. $9^{3}+(9-$ 1) $9^{3}=9^{4}=9^{3}+(8) 9^{3}=9^{4}=9^{3}+(2 \times 9)^{3}=9^{4}$. This borders to trivial but has profound bearings and consequences, notably in regard of the prevailing $\mathrm{X}=$ integer requisite. First, it is a universal relation; All $\mathrm{X}^{\mathrm{n}} . \mathrm{s}$ are represented, both by the first summand term and by the sum one step up (or gradually higher by the relations $\mathrm{X}^{\mathrm{n}}+$ $\left(\mathrm{X}^{2}-1\right) \mathrm{X}^{\mathrm{n}}=\mathrm{X}^{\mathrm{n}+2}$ (as in $\left.3^{3}+\left(3^{2}-1\right) 3^{3}=3^{5}\right)$ and, with non-integer roots of the multiplicative coefficient, $X^{n}+\left(X^{3}-1\right) X^{n}=X^{n+3}, X^{n}+\left(X^{4}-1\right) X^{n}=X^{n+4}$ etc. ad infinitum, according to the general formula, $X^{n}+\left(X^{p}-1\right) X^{n}=X^{n+p}$. And with one exception, $3^{3}+\left(3^{2}-1\right) 3^{3}=3^{5}$, only $(X-1)$ can have a whole-number n:th root of power $\mathrm{n} \geq 3$, and ( $\mathrm{X}-2,3,4 \ldots$ ) is too small to raise the sum to higher power. However, using $\mathrm{X}^{\mathrm{n}}$ as coefficient in the second term generates a FLT/BC equation where all terms are integer powers and thus emptying the whole $\mathrm{X}^{\mathrm{n}}$ set:

$$
\left(X^{n}+1\right)^{n}+X^{n}\left(X^{n}+1\right)^{n}=\left(X^{n}+1\right)^{n+1}
$$

giving one solution alone to each $X^{n}$. It is easy to exemplify for any $X^{n}$, e.g. $12345^{6789}$ :

$$
\begin{aligned}
& \left(12345^{6789}+1\right)^{6789}+\left(12345^{6789}\right) \times\left(12345^{6789}+1\right)^{6789}=\left(12345^{6789}+1\right)^{6790}= \\
& \left(12345^{6789}+1\right)^{6789}+\left[(12345)\left(123456^{6789}+1\right)\right]^{6789}=\left(12345^{6789}+1\right)^{6790}
\end{aligned}
$$

And so it goes on, for every consecutive X and every consecutive n , and hence, for every whole-number $\mathrm{X}^{\mathrm{n}}$ introjected in the second term there is but one pure FLT/BC equation where all terms are ground whole-number powers, i.e., in the irreducible form with all external coefficients $=1$, screening off other solutions. Since the equation thus drains the whole space of binary additions of integer powers it also proves both FLT and $B C$ because (stated in most general form) $\left.\left(X^{n}+1\right)^{n}+X^{n}\left(X^{n}+1\right)\right]^{n}=\left(X^{n}+1\right)^{n+1}$ excludes n.th power sums (FLT), and the mutual ( $\mathrm{X}^{\mathrm{n}}+1$ ) shares least prime factor (BC). The total occupation of the FLT/BC space becomes even clearer when $X^{n}$ and $Y^{n}$ are entered together in the equation according to the formula:

$$
\begin{aligned}
& X^{n}\left(X^{n}+Y^{n}\right)^{n}+Y^{n}\left(X^{n}+Y^{n}\right)^{n}=\left(X^{n}+Y^{n}\right)^{n+1}= \\
& {\left[X\left(X^{n}+Y^{n}\right)\right]^{n}+\left[Y\left(X^{n}+Y^{n}\right)\right]^{n}=\left(X^{n}+Y^{n}\right)^{n+1},}
\end{aligned}
$$

which likewise gives an infinity of integer solutions (like $16 \times 97^{4}+81 \times 97^{4}=(2 \times 97)^{4}$ $\left.+(3 \times 97)^{4}=194^{4}+291^{4}=97^{5}\right)$. Clearly, and also when $X^{n}=Y^{n}$, the two first terms are thus permutatively engaged by every possible $\mathrm{X}^{\mathrm{n}}$ and $\mathrm{Y}^{\mathrm{n}}$ whole-number power pair and
giving in the third term a sum whole-number power sharing prime factor but in a higher degree. Inserting each successively larger $\mathrm{X}^{\mathrm{n}}$ and $\mathrm{Y}^{\mathrm{n}}$ thus proves both BC (by all X and Y permutations) and FLT (by all n powers) en bloc by the ascending differential "layer-bylayer...complete close-packed" (Velikov et al. [2002]) sequential iteration gradually sweeping over and so covering the overall Diophantine equation space.

## III. ARISTOTELEAN PHASE TRANSITION

Since ancient time, a profound insight in relation to the straight and round forms is that they are absolutely endless, yet distinct and irreconcilable over a gap of limes (the last decimal of) p. They are alternative versions of one principal realization, and this statutory dichotomy like two juxtaposed conduction plates generates a potential fall between their respective, maximally dilated versus maximally contracted infinite strands. One may here quote Aristotle ( $384-322 \mathrm{BC}$ ): "everything that comes to be comes into being from its contrary and in some substrate, and passes away likewise in a substrate by the action of the contrary into the contrary" and "if there is a contrary to circular. A straight line must be recognized as having the best claim to that name" (http [b]). The still valid corollary of the above is that structural rendering and dynamics (Santilli [2001]) differentially occur as an instantaneous geodetic phase transition "between the curved and the straight at the heart of Greek geometry and indeed of geometry in general" (Netz [2002]) as first mathematically described by Marius Sophus Lie in his Ph. D. thesis Over en Classe Geometriske Transformationer at Kristiania (as Oslo was then called) University in 1871.

Taking the nowadays mystics (Carmeli [1977]) out of these, their continuous transformation groups and algebras are quite concretely outlining the straight-to-round phase transition in Cartesian space (Fig. 5), whose natural endlessness is unproblematic since everywhere down to the ultimate quantum scale divided in infinitesimal neighbourhoods for the automatically co-ordinated discharge from the so relativistically connected interaction origins.


Fig 5 - a) The full Cartesian co-ordinate system spans the three-dimensional Euclidean space in eight cubical segments. What is the constitution of a local part (?) in any such space segment? b) Regardless of size it retains the Cartesian representation. c) Hence, both by inference and the Aristotelian postulate on Euclidean space that what "applies to the whole applies also to the parts", the smallest portion of composite space is a Lie neighbourhood of eight indivisible ground unit CuBits

The phase transition "between the Plücker line geometry and a geometry whose elements are the space's spheres" (Lie [1871], Trell [1998 b,c]) twists the cubical neighbourhood vectors into the spherical root space, here shown in about same orientation as the cubical (Fig. 6). It is composed of two flat $\mathrm{A}_{2} \mathrm{SU}(3)$ commutation diagrams accommodated in the unit sphere, bringing the representation from the complex to the parent, ordinary three-dimensional real space according to the canonical coset decomposition $\mathrm{SO}(3) \times \mathrm{O}(5)$ of $\mathrm{SU}(3)$.


Fig. 6 - Real form three-dimensional Spherical Lie algebra neighbourhood with duplicated $\mathrm{A}_{2}$ root space diagrams

Symbolically hybridizing the two vector spaces (Fig. 7) produces a virtual twostroke phase engine, where the "transformation of this kind is...between the two spaces' surface-elements" (Ib.), hence confining all actual happenings to the interstice between the non-expandably flat Euclidean block, or "canvas" (Kamionkowski [2002]) and the impenetrable unit sphere which is thus a dark mass residue to the interstice where, in turn, the phase transition


Fig. 7-The hybridization of the unit sphere within the cubical Lie neighbourhood sets up an interstice, in the universal iteration of which the basic, tetra- and octa-hedral regular solid phase transition is immanent
like a Universal hologram [Marcer [2006]) is globally lodged by the overall neighbourhood iteration. Fig. 8 shows one surface-adapted mathematical wave form of this over each of its
axes. As will be seen later, this one-dimensional partial exponential exactly corresponds to the Muon.


Fig. 8 - (from Gilmore 1974) Graph of surface "fundamental relation between the Plücker line geometry and the space's spheres" (Marius Sophus Lie) 1871)

Some of the conditions of the full three-dimensional interstitial transitions are summarised in Fig. 9. The diagonal $\mathrm{A}_{2}$, so called charged $t$ isospin root vectors (a), connect also outside the sphere to a octahedral lattice (b,c), skewed to the orthogonal Euclidean co-ordinate axes and thus span a quark space matrix aberrant to the cubical arrangement and so directly providing the rectilinear phase transition of this turned to the spherical symmetry.
(a)

(c)

(d)


Fig 9 - Spherical root vector space whose neutral isospin vectors coincide with Cartesian X and Z axes but whose thereby charged, $t$ isospin axes setup a non-commutative quark matrix with unit side that continue inthe global interstitium as space-fillingregular tetrahedrons and octahedrons

## IV. BARYON TRANSFORMATIONS

Continuing the very condensed descriptive recapitulation, the infinitesimal unit sphere is the recognised domain of the Nucleon (Jaffe [1977]) inside which the root vectors converge. The sphere cannot be compressed itself, nor can its complementary shape be effectively changed. But when impacted it can be transformed and then by necessity both volume- and gauge-, here, isomorphic to colour, symmetry-preserving. Since described in detail earlier (Trell [1983, 1990, 1991, 1992, 1998c, 2000, 2004b-d, 2005 a-c, 2006a,b]), it suffices to say that it is exactly the Gell-Mann eightfold way in the real three dimensions instead of two and therefore an "eightfold eightfold way" (Ib.), because the (diagonally mirrored) transformations may occur in any of the Cartesian space segments.

Fig. 9 shows in the upper left one the same root vector steps as in the Gell-Mann supermultiplet diagrams leading to new endpoints for an ellipsoidal reconfiguration of the parent state, whereby the masses (given in MeV ) according to the quark pressure formula, $\mathrm{D} p=\hbar / \mathrm{D} x$, come out reciprocally to the proton mass by the minor semiaxis length. The method and results are exemplified for the basic Baryon supermultiplets in Fig.s 10-11 and Table 1.


Fig. 10, 11 - The $\mathrm{L}^{0-}, \mathrm{S}^{+, 0,-}$ and $\mathrm{D}^{++,+,,-,}$transformations; The $\mathrm{X}^{0}, \mathrm{~S}(1385)^{+, 0,-}$ and $\mathrm{L}(1405)^{0}$ transformations

In both figures the plane graphs show the channels and the major semiaxis endpoints arrived at with lengths to the origin given by the root expression, and further that also the charge levels are retrieved exactly and exhaustively as in reality. The global, quarkskewed hexagonal spherical root space lattice is shown in the p-n transposition and (the equatorial plane of) volume-preserving ellipsoidal reconfiguration in the $\mathrm{L}^{0}$ state.

Table 1: Shows the exact correspondences obtained
Table 1. Lambda, sigma, delta, xi, sigma\{ 1385\}, lambda\{ 1405\}, xi\{1530\} andomega hyperons.
Masses calculatea according to formula: $938.28 \cdot$ I/minor semaxis

|  | Major semiaxis | Minor semiaxis | Mass |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Calculated | Observed |
| $\Lambda^{\circ}$ | $\sqrt{2}$ | $\sqrt[4]{\frac{6}{2}}$ | 1115.8 | 1115.6 |
| $\Sigma^{+, 0,-\cdots}$ | 1.60804 | 0.788591 | 1189.8 | 1189.4-1197 |
| $\mathbf{A}^{++\cdots+a, ~}$ | $\sqrt{3}$ | $\sqrt[4]{3}$ | 1234.8 | $1230-1236$ |
| $\Xi^{\text {or, }}$ | 1.975 | 0.7116 | 1318.5 | 1314.9-1321.3 |
| $2(1385)^{-1.0 .-\cdots}$ | $\sqrt{4.71}-\sqrt{4.75}$ | 0.679-0.678 | 1382.2-1385 | 1383-1386 |
| $A(1405)^{\circ}$ | $\sqrt{5}$ | $\sqrt[4]{4}$ | 1403 | $1405 \pm 5$ |
| $\pm(1530)^{0,-\cdots}$ | $\sqrt{7.06}$ | 0.6134778 | 1529.5 | 1528-1534 |
| $\Omega^{-}$ | 2.505-2.51 | 0.561-0.560* | $1673.5 \cdots 1677$ | $1672-1674$ |

* Minor semiaxis changed in the transformation (o).

And Fig. 12 exemplifies the volume- and symmetry-preserving matrix formulation of the transformations by the Nucleon and Lambda Hyperon.

$$
\begin{gathered}
\text { nucleon }=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \text { or }\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \\
A^{0}=\left(\begin{array}{ccc}
\sqrt{2} & 0 & 0 \\
0 & \sqrt[+]{2} & 0 \\
0 & 0 & \sqrt[4]{2}
\end{array}\right) \text { or }\left(\begin{array}{ccc}
0 & 0 & \sqrt{2} \\
\sqrt[4]{\frac{1}{2}} & 0 & 0 \\
0 & \sqrt[4]{2} & 0
\end{array}\right) .
\end{gathered}
$$

Fig. 12 - The trans-formations can also be expressed in matrix form
Considering that all observed Baryons in the L, S, D, N, X, $\Omega$ and also full charmed series (Trell 1998c, 1999) are directly and reproducibly retrieved with just and no more than the actual states, channels, angular momentums, charge levels and precise mass numbers, and moreover in a faithful three-dimensional realization of the accepted eightfold way according to the original Lie prescriptions, the results are true and lasting and it is remarkable, too, that they are projected over the regular solid space axes.

## V. THE MESONS

The aforesaid likewise applies to the Mesons. They are differentials between Baryon states, and in their spatial shape, in the geometric form of the established (symmetric) $\mathrm{SU}(2) \times \mathrm{U}(1)$ (antisymmetric) product group of the weak force (Trell [1990, 1992, 1998c, 1999, 2005b,c, 2006 a,b]), they come out as polyhedra, albeit not equilateral and therefore, like the Hyperons, unsustainable in the universal symmetry.

Not going further here, the basic Mesons are shown in Fig. 13 and their masses together with those of the Leptons, including a fine structure constant calculation of the Electron mass in Table 2.

All other Mesons, too, including charmed, D and B states and by the total vector collection in a Proton-Antiproton pair also the Gauge Vector Bosons (Ib.) are equally fully and exactly retrieved. Again it is striking and convincing that polyhedral solid root space elements, both differential and equilateral, are so directly involved.


Fig. 13 - The basic Mesons. Mass given by the $\mathrm{O}(2)$ plane times the inverse of the $\mathrm{O}(1)$ angular momentum difference vector in relation to Proton mass

Table 2: Basic Meson and Lepton mass calculations (masses given in MeV )

| $\pi^{0}$ | $1 / 4 \times 938.27 \times 1 / \sqrt{3}$ | 135,4 | 135.0 |
| :---: | :---: | :---: | :---: |
| $\pi^{\text {m }}$ | $1 / 6 \times 938.27 \times 1 / \sqrt{5 / 4}$ | 139.87 | 139.57 |
| $\mathrm{K}^{ \pm}$ | $(938.27 / 4 \times 1 / \sqrt{3})+(938.2714 \times 1 / \sqrt{3})+(938.27 / 6 \times 1 / \sqrt{1 / 2})$ | 492.0 | 493.65 |
| $\mathrm{K}_{5}^{0}$ | $938.27 /(4 \times \sqrt{1 / 2})+938.27 /(8 \times \sqrt{1 / 2})$ | 497.6 | 497.67 |
| $k_{\text {L }}^{0}$ | $938.27 /(8 \times \sqrt{1 / 2})+938.27 /(8 \times \sqrt{1 / 2})+938.27 /(8 \times \sqrt{1 / 2})$ | 497.6 | 497.67 |
| $\eta$ | $(938.27 / 6)+(938.27 / 6)+(938.27 / 4)$ | \$47.33 | 548.8土0.6 |
| p(770) | $(938.27 / \sqrt{2}) / \sqrt{3 / 4}$ or $(938.27 \times \sqrt{2}) \sqrt{3}$ | 766.1 | $768.7 \pm 0.5$ |
| u(783) | $938.27 / 4+938.27 / 4+938.27 / 6+938.27 / 6$ | 781.9 | 781.95:0.14 |
| $\mathrm{F}^{ \pm}$ | $1(2 \pi \times \sqrt{2}) \times 938.27$ or $1 /(2 \pi \times 2 \sqrt{1 / 2}) \times 938.27$ | 105.59 | 105.66 |
| ${ }^{\text {t }}$ | $1 /(137.035986 \times 6 \pi \times \sqrt{1 / 2}) \times 938.27$ | 0.514 | 0.511 |
| $v$ | 1/0s $\times 938.27$ | 0 | $0(617.35)$ |
| $Y$ | $1 / 00 \times 938.27$ | 0 | $\left.0(6) \cdot 16^{33}\right)$ |

## VI. THE LEPTONS

Fig. 14 shows the sequences obtained when the charged regular solid sides in the Nucleon root space are connected according to the geometrical automorphism of the antisymmetric $\mathrm{U}(1)$ Lie algebra of the Leptons. When the neutral, including the diagonal $\mathrm{H}_{2}$, vectors are joined, endless straight or zig-zag lines, corresponding to the Neutrinos and Photons, respectively, result with mass expression $1 / \infty \times$ Proton mass $=0 \mathrm{MeV}$. But when the charged unit vectors are linked, two types of plane, winged or helical orbits may occur over the Nucleon surface (Fig. 14), one by $90^{\circ}$ angels (a-c) and giving a circumference in curved adaptation direct over the surface of length $2 p \times 2^{1 / 2}$ or $2 \times 2 p \times 1 / 2^{1 / 2}$, and consequential mass number in relation to Proton mass and unit radius $=938.28 /(2 \mathrm{p} \times$ $\left.2^{1 / 2}\right) \mathrm{MeV}=105.59 \mathrm{MeV}$, versus the actual 105.66 MeV of the Muon (Ib.).


Fig. 14 - (Cores of) charged Lepton geodesics over Nucleon/Cartesian segment surface (Compare Fig. 8)

The other, $60-120^{\circ}$ sequence does not fit with the orthogonal Nucleon surface curvature but with the hexagonal root space alignment, connecting there to a three-pronged, electron/(positron) singlet circuit (d, e) and thus lifting into the next periodically expanded section of the regular solid warp, where in an assumed rounded distribution with the fine structure constant as radial proportionality factor, the mass comes out as $1 /\left(137.036 \times 3 \times 2 \mathrm{p} \times 1 / 2^{1 / 2}\right) \times 938.28=0.514$ versus the actual 0.511 MeV of the Electron (Ib.)

However, outside the Nucleon the straight root vectors are direct polyhedral sides because, as shown in Fig. 15, their charge-preserving convolutions take the form of the (only) space-filling one-octa-/two-tetrahedron infinitesimal unit of the transition matrix. This double cast of the Electrons as "wave functions or transition matrix elements" are in line with recent Hydrogen ground state research (Martin et al. [2007]), and the instant material "modular building block" (de Weck et al. [2005]) nature of the Electron is pending in modern nanotechnology, molecular biology etc.


Fig. 15 - The Electron (and Positron) can directly form the subunit of the transition in all universe

The spacefilling aggregate of the tetra/octahedron singlets, which self-similarly stacks into further periods of the serial $\left.\left.\left.\left.2^{3}\right)^{3}\right)^{3}\right)^{3}\right)^{3} \ldots \rightarrow \infty($ Lehto [2006]) volume expansion from nanoscale (Van Tendeloo et al. [2003]) to "physical spacecraft modules" (de Weck et al. [2005]) and indeed the Universe itself (Battener and Florido [1998], Seife [2003)],
is the truncated octahedron whose first, $\left.2^{3}\right)^{3}$ extra-nuclear formation is directly outlined by the electron singlets linked in the diagonally advancing direction of a samehanded frontal Cartesian space segment pair (Fig. 16). Shown in a tilted projection to visualise the vertical doubling set up by the sign-change of returning loops over oppositely charged


Fig. 16 - Truncated Octahedron distribution of 52 electron singlets (their rosettes just shown as rods) in 2 vertically joined Cartesian segments.
root vectors, it is just a repeating Cartesian segment division of a global lattice (Fig. 17) and thus an automatically close-packing wire-tangle bit of uniform shape as well as a continuous string that can be uncoiled, finally approaching


Fig. 17 - a) Horizontal plane projection of single extra-nucleon module with open end and so realizing $\mathrm{H}^{+}$b) When two $\mathrm{H}^{+}$are linked end-to-end (or side) the $\mathrm{H}_{2}$ molecule is formed
the straight line at the apparent speed of light. The length remains the same and can be calculated from the number of singlet sites in the ground electron module $=$ $2+8+18+32+32+32+18+8+2=152$, times the $3 \times 4$ unit root vectors in each such rosette $=$ $12 \times 152=1824$ and yielding a mass expression of $938.28 / 1824=0,514 \mathrm{MeV}$. Linking with the Proton in the primarily engaged, here upper half-plane of the Nucleon, a complex is formed which in every respect matches the Hydrogen atom.

## VI. ON AND ON IN ARCHIMEDEAN HONEYCOMBS

The opposite end of the complex is free to bind with another open-ended ion, here a second $\mathrm{H}^{+}$into the $\mathrm{H}_{2}$ molecule (Fig. 17b). It is a variety of "nested polyhedra...which can in their turn be put together in spatial arrangements", e.g. "helicoidal progression" (Huybers [2007]); in the present case creating the Bohr orbit signature of the singlet nodes in the forward plane. And when instead under strong heat/pressure two $\mathrm{H}^{+}$will fuse so that one is pushed a step upwards, still rooting with the upper Proton pole in the Nucleon (Fig. $9 \mathrm{c}, \mathrm{d})$ and the other with the under one and thereby also the in-between Neutrons are involved, a two-module truncated octahedron honeycomb is generated (Fig. 18a), closing the ground (K) sheet of lattice intersections and therefore very stable so as to faithfully realize the Helium atom.


Fig. 18 - Honeycombs of truncated Octa-Hedra, and of the Helium (He) atom the He Honeycomb
In that way the singlet sites can be dragged in under an expanding central boundary as Nucleon centres of consecutively larger honeycombs, which thereby are templated in steps and constellations of the periodical system and onwards to further self-similar spacefilling, for instance, of crystalline lattices, deposits, rocks, planets etc. Exemplifying the mechanism only in the first three atoms from the next (L) sheet (Fig. $19 \mathrm{a}, \mathrm{b}$ ), the Lithium honeycomb is variably triangular and has one free end for molecular coupling whereas the square or rhombic


Fig. 19 - The Lithium (one Module in L sheet), Beryllium (2 L modules) and Boron (3 modules) Electron Honeycombs

Beryllium can combine with two atoms/ions/complexes and Boron with three. Not illustrated, Carbon can permutatively couple/chain with four including itself, whereas Nitrogen holds five of the L positions and so has three to offer; Oxygen then two, and Fluorine very strongly one; and when the L shell is filled a new saturated and hence stable atom, Neon, is established.

And so it continues and the correspondences are so extensive that there can be little doubt that it is how matter will be ultimately reconstructed in forthcoming nanotechnology. Beyond the compass of the present paper, this applies to the light-weight and fragile organic realm, too (Trell [2005a,c , 2006a-c]), e.g. "the Protein Universe" (Service 2005]), where the dodeca- and icosahedra, mixed pentagonal symmetries and water as important medium are instrumental (Hill [2005]). Otherwise, its principles are the same. Single as well as fused in honeycomb and molecular aggregates, the modules heap up the joint structural architecture as veritable Lego pieces, patching together already at the infinitesimal level every three-dimensional real shape from their consecutive own and composed combinations.

This does not mean that they are some static wire bundles, but the secondgeneration, $\left.2^{3}\right)^{3}$ periodical partition of the continuous space-filling charged root vector
lattice (Fig. 9c) into the first self-similar extra-nuclear segment of the global transition matrix (Fig. 20). Its outline may be distended in, for instance, accelerations, but then the


Fig. 20 - The electron module is surrounded by other modules in the second-generation global lattice, and therefore doubly bound to its segmental shape.
surrounding modules, whether occupied or empty at the moment, will, too, and the apportioned volume share remains preserved. One possible sequential ordering of the electron singlet subunits (Fig.s 15, 21) runs through the (here) upper Cartesian segment from its origin and returns in the one below, and so gradually shifts the Proton one unit step down and changes the module progression to the opposite direction so as to describe a virtual cross-section rotation with Bohr orbital signature. And when in larger atoms their respective nuclear hub extends over a larger domain of


Fig. 21 - One possible, net Fermion continuous sequence of singlet rosettes in Hydrogen Electron module connecting with likewise Fermion Proton root vector at the origin forming the net Boson Hydrogen atom.
singlets, which in turn magnify their (sometimes isotopically varying) constellation to the honeycomb they co-ordinate, the interstitial charged and neutral root vector content in them will manifest as the corresponding atomic number of Protons and Neutrons.

## VII. STACKING THE ATOM HIVES

With the truncated octahedron module of the Hydrogen atom's lowest quantum state, the one-dimensional electron/positron singlet rosette orbits have laid out in one possible way a space-filling three-dimensional spatial motif by a half-twist, Fermion delineation of the internal two-dimensional shell shelves (Fig. 21), and this module can now be combined as a ready three-dimensional building piece in both molecular coupling and atomic honeycomb fusion, whereby the respective resulting modules serve as unit bricks that self-template the ensuing compartment expansion by repeating the pattern of their own constellation (Fig. 22) by adding n-1 (their number of subunits -1 ) of themselves to themselves in the same thus automatically repeating make up - and then the mushrooming can go on in many successive periodical domain multiplications just as the parallelepiped powers in Fig. 4, and emulating how atoms appear and behave in reality.


Fig. 22 - Schematic equatorial plane projection of first three self-similar cycles of Electron module in the Hydrogen atom

In this manner they can increase their width in relation to the Nucleon radius $100-$ (Hydrogen) to 1000 -fold (in the heaviests atoms) already at the first cycle and within this have a quantum stratification (Cho [2008a]) with lowest level their ground module cluster. This can be attained at ultra-cold temperature as a bottom-frozen, Bose-Einstein Condensate single "quantum wave" (Ib.) and it is even possible to envisage (Fig. 21) how the final, in Hydrogen net Fermion electron singlet coil could at absolute zero continue through the vortex of the quantum well to go into full Bosonic spin connecting (or repelling) $180^{\circ}$ with the likewise Fermion Proton root vector and continue/vanish as a Muon from the laboratory observation over the surface of the Nucleon and enter a net chargeless Neutron complex as may also be the constitution in the icy inside of Neutron stars; whereas the sum Fermion atoms have to pair up to form a combined integer spin...there are a legion of such parallels that makes one in a rational scientific assessment convinced that it is a valuable prototype and method, far beyond any multiple-sigma chance coincidence and therefore important to refine and advance as a computer-aided exploration and charting means.

For instance, since the electron geodesic is wrapped throughout the entire atom it matches the "quantum superposition...qualitative picture of all possible electron paths conspiring together" (Ambjørn, Jurkiewics, Loll [2008]) with correspondingly low probability of hitting it in a particular infinitesimal interaction cone. And the propagation of the atoms themselves when they occupy their consecutively inflated domains would be determined by their template form so that highly symmetrical shapes, like the noble gases, would proceed in one-dimensional curves and accordingly be gaseous while sharply bent honeycomb modules, like Lithium, regardless of its low weight would go into dense, net
two- or three-dimensional convolutions so as to be solid (until heated/excited so that it starts to boil into orbit). And since the offset 'caps' that the honeycombs' collective truncation leaves at the top contain the abandoned central root vectors there will be a reciprocal nucleus, always with as many charged, Proton ones as the atomic number, while the Neutrons can be more numerous reflecting the lateral displacements possible, e.g. in ${ }^{11} \mathrm{Li}$ (Sherril [2008]). Illustrated here is only Hydrogen but it is a general procedure from which the full inorganic realm and its likewise polygonal macroscopic minerals and crystals can be reconstructed in the real three dimensions.

## VIII. DISCUSSION

Accompanying the initially mentioned experimental elementary particle crisis there is also a theoretical one, as highlighted in a prominent recent Scientific American article (Ambjørn, Jurkiewics, Loll [2008]). Its "new approach to the decades-old problem of quantum gravity goes back to basics and shows how the building blocks of space and time pull themselves together". In comparison, "superstring theory has not yet produced an answer...leading to a bewildering variety of possible outcomes", and prior "Euclidean quantum gravity...using tiny building blocks...gluing four-simplices along their faces (which are actually three-dimensional tetrahedra)" by their "quantum fluctuations on short scale...makes the entire space crumple up into a tiny ball with an infinite number of dimensions".

As posed in the article: "what could the trouble be? In our search for loopholes and loose ends in the Euclidean approach, we finally hit on the crucial idea, the one ingredient absolutely necessary to make the stir fry come out right: the universe must encode what physicists call causality. Causality means that empty space has a structure that allows us to distinguish unambiguously between cause and effect" by assigning "each simplex an arrow of time pointing from the past to the future. And then we enforced causal gluing rules: two simplices must be glued together to keep their arrows pointing in the same direction" and so enabling an iterated "dynamic triangulation", however, "without regard to any symmetry or preferred geometrical structure" so that at the "limit, nothing depends on whether the blocks were triangular, cubic, pentagonal or any mixture thereof to start with". In addition "for our model to work we needed to include from the outset a so-called cosmological constant, an invisible and immaterial substance that space contains even in the absence of other forms of matter". So calibrated, the computer "calculations of a large causal superposition of four-simplices" gave the result that "the number of dimensions came out as four (more precisely as $4.02 \pm 0$ )" ( Ib .). This is a great advance of Quantum Gravity, but also restricted to that field so that the statement that "it is difficult to imagine how physicists could get away with fewer ingredients and technical tools than we have used to create a quantum universe with realistic properties" (Ib.) is arguable. For instance, "the holy grail...the prediction of observable consequences derived from the microscopic quantum structure" is lacking, the regular solids are not considered, and it is not in general true that it is a faithful "Euclidean approach" that really "goes back to the basics" in that sense.

The common denominator of the shortcomings would seem to be that even at the threshold already composed objects like triangles are employed which don't reach the truly elemental ground quantum of Euclidean space where form does matter (in double meaning) from the start and is conveyed throughout. This truly ground quantum is by necessity of the straight line because at the infinite descent limit the singular, simplest and further
irreducible shape that remains can only be one-dimensional and rectilinear as the infinitesimal interval bit in its own bare instep while round or other bends can not exist at this smallest 'last decimal of $p^{\text {' scale }}$ as shown already by Archimedes (287-212 BC) when he approximated said decimal by repeated halvings of the sides of the polygon inscribed in a circle. Perfect round is then, as Plato put it, an Idea, an attractor to be drawn at, and is hence the phase transition motor of dynamics and transformations and self-aggregations in genuine Euclidean space, enacted there - and here - by infinitesimal straight eigenvectors and eigenoperations, whose minute features are transferred in eigentemplates of exponentially enlarged compartments and compounds all the way up to the "octahedron structure" of "the distribution of superclusters in the Local Supercluster neighbourhood" which "presents such a remarkable periodicity that some kind of network must fit" (Battaner and Florido [1998]).

Another, more antrophic argument for Straight is that we and our perceptions are directly parts of and resonating with actual reality all from the quantum level. In other words, we should pay much attention to testimonies like the following (cited from Tate Modern): "Piet Mondrian (1872-1944) believed that all complex forms could be reduced to a 'plurality of straight lines in rectangular opposition'... his paintings... also represent a physiological reality about the brain...the cells of the visual brain are responsive to straight lines of specific orientation and the field of view to which they respond is rectangular in shape". And this applies to our binary branching thought processes as well, i.e. intelligence and logic (Marcer [2008]), where the straight line bit and its Platonic concatenations and expansions constitute a faithful morphogenetic ground modality of NUCRS (Rowlands [2003a,b, 2006, 2008]) and likewise are engaged in the three-dimensional orthogonal twist "processes of Encryption/Decryption" utilized in "Quantum Holography, defined by means of the Heisenberg nilpotent Lie Group" and "applied at Bletchley Park in World War Two using various machines including the Turing Bombes and Colossus" (Marcer [2008]) as well as more recently in Magnetic Resonance Imaging (Schempp [1997]).

But the strongest argument is the reproducible outcome. It is obtained by genuine first principles and in many instances comprises a first itself. And the results are what counts and persists; Some day, some model will prevail, and the simpler and more akin to the world at large the better and more plausible and workable. At the elementary particle/atomic stage the direct structural reproductions cover the inorganic realm with unprecedented resolution and completeness. Organic matter, however, predominantly rises from much more composite, molecular building blocks but still applies the regular bodies in enlarged form-specific - and nota bene and to every recruited bit principally form-specific - casts, including the pentagonal and mixed symmetrical dodecahedra and icosahedra. Fundamental morphological work is here under way above all by Hill and Rowlands [2008].

The present paper is but a brief summary in need of further clarification, e.g. of crowding and overlapping properties in atoms rooted from central parts of larger cores. However, the findings are true and lasting, and open the way for a definite bottom-up reconstruction of rendered matter. To sum up; It is time to abandon the latter-day Western misconception of the regular solids as mere pastimes of ancient symposia. They are the conceived elements of a world built by itself and its deep philosophical and logical imperative, and it is the one and only structural world that we are equal parts of. And it is essential that they are so distinct already at the ground because precise constructions need
precise elements; still vastly larger than the 'not even wrong' superstrings currently in vogue. It is at last fascinating to consider that all real line forms and constellations are conveyed in the span between their engendering straight and round extremities.
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# TIME IS THE OTHER NAME OF SPACE A PHILOSOPHICAL, A PHYSICAL AND A MATHEMATICAL SPACE-TIME 
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Time does not exist: there is no mysterious substance that would flow everywhere but that one would never see. Time does not flow. Time does not exist alone, time is relation. But space that matters is also relation. It is thus necessary to think time as a non separable way to think space, as relativity theory already implicitly invites us to say. Some consequences of this approach are outlined on a general standpoint and on the point of view of the equations. The difficulty in seizing this point of view puts the mind in front of an epistemological circle, the (provisional) stop of which requires a renouncement of thought: thought is not founded on itself; we cannot avoid sometime to show something of the reality external to thought, and to allot to it some qualities that we are not "sure" of (cf. the postulate of the constancy of light speed). One retrieves the concepts of uncompleteness, uncertainty, undecidable propositions, withdrawal of foundations etc. which are a general characteristic of the contemporary scientific and philosophical thought. Pascal already said in his "Pensées": "whatever the end at which we were aiming in order to stop and rest, it escapes, slips from our grasp and flees for an eternal run ". But does one think time better today?
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## I. Introduction

Various authors find many problems in physics today, even if they do not necessary agree on their nature [1]. Some physicists in particular see problems in the theory of relativity. We think that the first problem which arises is not a technical problem, nor such or such particular problem. The first problem which arises is the fundamental problem of the understanding of time in physics, and more generally in thinking. After more than two thousand years of history since the Greeks, the concept of time is always full of mystery, it always raises many questions. Basically, we think that time does not correspond to a separate substance of the world, it is not merely observed nor measured. On the contrary it results from a construction from the tangible world, which goes together with the construction of space. When the physicists wish to compute the relations between the parameters $\mathrm{x}, \mathrm{y}, \mathrm{z}$ and t , it is too late, they already separated the two concepts of time and space, even if they connect the corresponding measurements as in the theory of relativity. We think that the understanding of the construction of time is the key to all the other problems, or, in any case, the compulsory route to take again the other problems.

In this paper, we give a short summary of the various steps of this construction and its main consequences in physics. The reader is invited to refer to various papers written by the author for more details [2].

## II. First step: construction of a philosophical space-time: time and space are the same thing.

Basically, time does not flow, nowhere: time is relation, time is change of relation. Similarly, the position of a point in space is not a property of this point, but of a relation to other points. In short, we will say that time and space are two ways, always associated, to speak about the world, i.e. to speak about the relations of the material points the ones with the others. There is no clock independent of the world to define and measure time, there is no ruler independent of the world to define and measure space; there are only choices among the phenomena, we can only compare phenomena to other phenomena.

We need words to name this fundamental association of time and space. We can speak of movement, which we attach to any amplitude of tangible reality. The particular portion of space which is attached to this portion of reality corresponds to the amplitude of the movement, while the particular portion of time corresponds to the process of the movement, either that of the mind which travels along this amplitude, or that of the physical phenomenon which connects the points as a portion of space (what would be the meaning of space for points that would be juxtaposed the ones besides the others without any link?). Standard space and time (we could say global, or synchronized, space and time) are simply built by comparing the various movements of the material points the ones to the others: the constant relations allow to build space, compared to the variable relations from which we build time. We dissociate the concept of velocity from that of movement. The velocity is given by the ratio of a given movement to a reference movement.

In short, to any time interval corresponds a space interval, and reciprocally. Such is the crucial point of our approach, which we do not justify completely here, but which will be consolidated by its consequences.

## III. Stop: a renouncement of reason to found itself

It is capital to understand that, by saying that time and space are "the same thing", we are facing an epistemological circle. Indeed, in order to think the first movement, in order to think these various particular movements that we compare the ones with the others, it seems to us that we already need separate concepts of time and space. It is capital to understand how we manage with this circle, how we cope with it, how we stop it.

The stop of this circle requires a renouncement of reason: we cannot define all the concepts, nor all the words, by way of other concepts nor other words, within an approach which remains above and beyond the real world. At a given moment, we must refer to the world, exterior to the words. We cannot but show something, and give it a name, without being completely sure of the good adequacy between the word and the thing, with respect to the relation of the word with the other words. We must then assume this choice in its consequences on the relations of the words with the things, and of the words between them; we may want to take again this construction by making other choices. We say for example today: a) these points have invariable relations, this is a first phenomenon, for example a metallic ruler; b) this other phenomenon (the light) defines a propagating signal at a constant speed as compared to the points of the ruler, it defines a clock. One thus
pronounces these two (interrelated) decrees, even if one is not sure of the ultimate meaning of the words immobility or constant mobility for them, as if these words were defined independently from the world. This approach leads us to the very structure of the theory of relativity (which is not strictly related to the properties of light).

We are in a situation that we meet today in many fields of philosophy and physics. To speak about it, we can use various qualifiers we do not discuss the respective nuances nor the relations. We speak of uncompleteness (as required by a formal system to refer to an outside of it, or to depend on choices external to it), of uncertainty (we are not strictly "sure" of the numerical values allotted to such physical parameter), of an assumption of the constancy of a signal speed, of coherence-truth (as opposed to correspondence-truth), of complementarity, of going beyond contradictions, of the third included assumption, of the foundation withdrawal, of undecidable propositions etc.

## IV. Second step: construction of a physical space-time

Let us admit, at least as a new receipt, or a new game, the association of a space interval to any time interval. The working of a clock at a given place always amounts establishing a correspondence between the "flow" of time and a travel in space. It is also to say that we can never speak of time at a given point, by reducing the space interval to zero (there would be nothing any more). It is also to say that we must always specify the orientation in space of the movement that defines the clock. Today we must wonder which is the direction of the photon movement of the photon clock. Measurements of the time and space parameters associated with various points in a reference frame are always equivalent in a final analysis to compare some movements to other movements, or, which is the same, some traveled distances to other distances: those of the photons in boxes (or clocks) with those traveled by other photons outside the box. By comparisons of these movements from one place to another, we build a physical space time where space and time co-ordinates are defined everywhere. The common time of a reference frame finally results from agreeing on the position of a photon somewhere.

## V. Third step: construction of a mathematical space-time

As a consequence of the preceding step, we are led to give at least temporarily, a vectorial character to time. That is needed in order to locate in space the reference mobile (the photon) used to measure time. For the good coherence of the construction, any velocity of any mobile must be defined in the same direction as that of the time mobile which is used to quantify it. The mathematical assumption subjacent with the transformations between moving reference frames is then the constancy of the velocity of the photon in the direction of the relative movement between the various reference frames, whatever this direction (which can be oblique compared to the co-ordinate axes). We then obtain Lorentz relations that are different from the usual relations, because of the three time co-ordinates. One will find their mathematical expression for example in Franco [3] (who did not give a physical interpretation like the one here).

## VI. Consequences of the point of view presented here

The two new angles of attack that we propose are: 1) the conventional character of the choice of the physical phenomenon with "decided" constant characteristics to define time and space (we could build space and time on another phenomenon than light
propagation); 2) the temporarily three-dimensional character of the time parameter associated with the reference movement [4]. The consequences are very numerous.

At the conceptual level, we can discuss within this framework a whole series of questions such as the Langevin twins problem (the difference in age corresponds to a different point of view to a mobile), the problem of time irreversibility (the first problem of time is not its irreversibility but its construction; it cannot avoid an uncertainty where an ontological irreversibility comes into play; the second law is not a universal law of nature, it is valid at a probabilistic level for systems of a certain size i.e. containing a certain number of particles [5]), philosophical problems associated to the time aporia (the distinction between future past and present) etc.

At the mathematical level, it is necessary to re-examine the problems concerning the space-time metrics, the Lorentz relations and a certain number of their consequences; etc. In particular all that relate to Thomas rotations for the composition of several Lorentz transformations with different orientations. The solution is to restrict oneself to transformations where the velocity directions of the reference frames and that of the photons are the same. Certain difficulties arise on the level of the relations between quantum mechanics and relativity, where it is said that time may not exist at microscopic level: the solution is to say that time does not exist at any level, it is a simple position parameter. The existence of supraluminal displacements is not prohibited by principle. One can also establish a link with certain formulations of string theory where a threedimensional temporal parameter appears to be useful etc.

Let us stop there. This is to say that the point of view presented offers directions for research from which it is necessary to take again a certain number of the foundations of physics [6]. ${ }^{\text {. }}$
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Considering the last discovery of relict radiation anisotropy, there appeared the problem of existing a device which can change the course of physical processes.

At present there are two principals of time control which are known. First of them has been well known since creating the Special Relativity and it concludes in controlled slowing down of a moving process course. Traveling with very large velocity allows for an astronaut to be in future time when he comes back on the Earth. Slowing down of time of moving clocks was tested in experiments [1]. The second that is based on assumption that there are topological peculiarities - "mole burrows", which identify different space-time fields [2, 3]. Hence, in order to the "mole burrow" doesn't collapse before the astronaut can pass through it, it is needed that negative energy density exists, that justifies skeptical attitude to similar constructions [4].

In this work shown that accelerated course of cyclically moving physical processes are possible in space-time continuum with anisotropy. In the simplest case the idea of the method concludes in equivalence of a space with dipole anisotropy and a space of an observer moving with constant velocity in an isotropic physical space (PS). Application of a metrical tensor with other anisotropic features will change the expected magnitude of the effect of time acceleration or slowing-down.

We will get the metric with dipole anisotropy which is equivalent to translational movement in plane space, if we follow the method presented in [5]. We will consider that variables $\stackrel{1}{r}, \quad t$ are corresponding to inertial reference (IR) which is resting in PS, but ${ }_{r}$ and $t_{i}$ are corresponding to arbitrary moving IRs.

Keywords: anisotropy of relict radiation, isotropic physical space, dipole anisotropy, relativity theory, space-time.
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Accordingly the Moller's method we can write inverse transformations for time

$$
t=\gamma_{i} t_{i}+\gamma_{i} \frac{\left(\begin{array}{c}
\mathrm{r}  \tag{1}\\
r_{i}, \stackrel{1}{V} \\
i
\end{array}\right)}{c^{2}},
$$

where

$$
\alpha_{i}=\gamma_{i}-1, \quad \gamma_{i}^{-2}=1-\beta_{i}^{2}, \quad \beta_{i}=V_{i} / c, \quad i=1,2
$$

Here $\stackrel{1}{r}_{i}$ assigns location of clock $T_{i}$ in $i$-th IR. The vector $\stackrel{\rightharpoonup}{V}_{i}$ is velocity of a moving $i$-th IR, which was measured in initial IR, therefore scalar products $\binom{\mathrm{r}}{r_{i}, V_{i}}>0$ if $i$ -th IR moves in the direction $\stackrel{1}{r}_{i}$. The values $t$ and $t_{i}, r_{i}$ are provided with synchronization procedure, therefore (1) connect observable values.

Let us compare eigen-observations of clocks $T_{1}$ and $T_{2}$, resting in two moving IRs. Accounting that space coordinates $\stackrel{1}{r}_{i}$ are invariable, we can write for partial coordinates for $i=1,2$

$$
\begin{equation*}
\gamma_{1} d t_{1}=\gamma_{2} d t_{2} \tag{2}
\end{equation*}
$$

We can notice that as the synchronization procedure is not broken, so relations for intervals of eigen-time will correspond to observable values.

By using the formula of velocity transformation

$$
\begin{gather*}
\stackrel{\stackrel{1}{\beta_{2}}=a \stackrel{1}{\beta}_{0}+b \stackrel{1}{\beta_{1}}}{ }  \tag{3}\\
a=\frac{\sqrt{1-\beta_{1}^{2}}}{1+\left(\underset{\mathrm{r}}{\beta_{1}}, \beta_{0}\right)}, \quad b=\frac{\left(\stackrel{\left.\stackrel{\mathrm{r}}{\beta_{1}}, \stackrel{\mathrm{r}}{\beta_{0}}\right)\left(1-\sqrt{1-\beta_{1}^{2}}\right)+1}{1+\left(\stackrel{\mathrm{r}}{\beta_{1}}, \mathrm{\beta}_{0}\right)}\right.}{}
\end{gather*}
$$

from (2) we will get

$$
\begin{equation*}
d t_{1}=\frac{1+\left(\stackrel{\stackrel{\mathrm{r}}{\beta_{0}}, \stackrel{\mathrm{r}}{\beta_{1}}}{1}\right)}{\sqrt{1-\beta_{0}^{2}}} d t_{2} \tag{4}
\end{equation*}
$$

Here $\stackrel{1}{\beta}_{0}$ is velocity of the second IR relative to the first IR.
The given relation has a form which differs from the form $d t=\gamma_{i} d t_{i}$, it follows from (1). To find transformations of a time coordinate, we will write unknown transformations in the view

$$
\begin{equation*}
d t_{1}=\gamma_{0}\left(1+\left(\stackrel{\mathrm{r}}{\beta_{0}}, \stackrel{\mathrm{r}}{\beta_{1}}\right)\right) d t_{2}+\underset{\gamma / \gamma_{0}}{c}\left(d \stackrel{\mathrm{r}}{r_{2}}, \stackrel{\mathrm{r}}{\beta_{0}}\right), \tag{5}
\end{equation*}
$$

Where ${ }^{*}$ is a coefficient, which is compensating contribution of time coordinate in the given transformation.

In order to the result of transformations coincides with the result of invariant form transformations, the condition should be satisfied

Solving relatively ${ }^{\$}$, we will get

Let us take into account that $c d t_{2}=\left|d r_{2}\right|$ and $\frac{d r_{2}^{1}}{\left|d r_{2}\right|}=d r_{2}^{n}$ and substitute (7) into (5).

Analogically we can get transformations for radius-vectors [6].
After this we can get

$$
\begin{equation*}
d t_{1}=\gamma_{0}\left(1+\left(\stackrel{\left.\left.\stackrel{r}{\beta_{0}}, \stackrel{\mathrm{r}}{\beta_{1}}\right)\right) d t_{2}+\frac{\gamma_{0}}{c} \frac{1+\beta_{1}}{\beta_{1}}\left(\stackrel{\mathrm{r}}{\beta_{0}}, \stackrel{\mathrm{r}}{\beta_{1}}\right) d r_{2}, ~}{\text {, }}\right.\right. \tag{9}
\end{equation*}
$$

 coordinate transformations will have a view

$$
g_{\mu}^{v}=\left|\begin{array}{cccc}
\gamma_{0}\left(1+\beta_{1} \beta_{0}\right) & 0 & 0 & \gamma_{0} V_{0}\left(1-\beta_{1}\right)  \tag{10}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\gamma_{0} \frac{V_{0}}{c^{2}}\left(1-\beta_{1}\right) & 0 & 0 & \gamma_{0}\left(1+\beta_{1} \beta_{0}\right)
\end{array}\right| .
$$

Using (10) and expression for squared interval

$$
d S_{1}^{2}=d x_{1}^{2}+d y_{1}^{2}+d z_{1}^{2}-c^{2} d t_{1}^{2}
$$

We can find that even in special case, when motion is along $O X$, the given expression is not form-invariant

$$
d S_{1}^{2}=\alpha_{0} d x_{2}^{2}+d y_{2}^{2}+d z_{2}^{2}-c^{2} \alpha_{0} d t_{2}^{2}
$$

where

$$
\alpha_{0}=\gamma_{0}\left[\left(1+\beta_{1} \beta_{0}\right)^{2}-\beta_{0}^{2}\left(1-\beta_{1}\right)^{2}\right]
$$

When $\beta_{1}=0$, the expression transforms in a standard form. Hence, when we pass to any other couple of IRs, $\beta_{1}$ and $\beta_{0}$ will change only, but the form of an expression for $d S_{1}^{2}$ will not change. The given definition of invariance can be named as special invariance of interval.

If the clock moves with constant acceleration along straight line and gravitational fields are absent, only diagonal components of metrical tensor are not null and the expression for the time interval for $T_{2}$ has a view

$$
\begin{equation*}
t_{2}=\int_{0}^{t_{1}} \frac{d t_{1}}{g_{1}^{1}}=\int_{0}^{t_{1}} \frac{d t_{1}}{\gamma_{0}\left(1+\beta_{1}{ }_{\beta} \beta_{0}\right)} . \tag{11}
\end{equation*}
$$

Let us in IR with the basis $X_{1} Y_{1} Z_{1}$ the clock $T_{1}$ rests, but the clock $T_{0}$ cyclically moves along $O X_{1}$ relative to the clock $T_{1}$ (fig.1).


Fig. 1. The clock $T_{0}$ cyclically moves around the clock $T_{1}$ with velocity $\stackrel{1}{V}_{0}$.
Length of trajectory outline, neglecting its cross-size, is equal to $2 l$. Let us consider that $l$ is enough large and we can neglect time of turning in the first order. Velocities of the clock $T_{0}$ in directions $-O X_{1}$ and $O X_{1}$ are equal to $V_{01}$ and $V_{02}$, respectively. Time interval of the moving clock $T_{0}$ on clock $T_{1}$ is equal to $\Delta t_{1}$ and $\Delta t_{2}$. So period is equal to

$$
\begin{equation*}
T_{1}=\Delta t_{1}+\Delta t_{2}=\frac{l}{c} \frac{\beta_{01}+\beta_{02}}{\beta_{01} \beta_{02}} . \tag{12}
\end{equation*}
$$

Time intervals, which are counted $T_{1}$ and $T_{0}$, when $\beta_{1}$ and $\beta_{0}$ are constant, are connected with relation

$$
\begin{equation*}
\Delta t_{1 i}=\frac{1+\beta_{1} \beta_{0} \cos \alpha_{i}}{\sqrt{1-\beta_{0}^{2}}} \Delta t_{0 i}, i=1,2 \tag{13}
\end{equation*}
$$

When $i=1$ the clock $T_{0}$ moves in the direction $-O X_{1}$, therefore $\alpha_{1}=\pi$, when $i=2$, motion is in opposite direction and $\alpha_{2}=0$. Let us compare difference between readings of the clock $T_{0}$, which is cyclically alter direction of its motion in two parts of a trajectory, and the clock $T_{1}$.

Difference of the clock readings for one period is equal to

$$
\begin{equation*}
\delta t=\Delta t_{01}-\Delta t_{11}+\Delta t_{02}-\Delta t_{12} . \tag{14}
\end{equation*}
$$

Let us substitute (13) into (14):

$$
\begin{equation*}
\delta t=\Delta t_{01}\left(1-\frac{1-\beta_{1} \beta_{01}}{\sqrt{1-\beta_{01}^{2}}}\right)+\Delta t_{02}\left(1-\frac{1+\beta_{1} \beta_{02}}{\sqrt{1-\beta_{02}^{2}}}\right) . \tag{15}
\end{equation*}
$$

We take into account that $\Delta t_{11}=\frac{l}{\beta_{01} c}, \Delta t_{12}=\frac{l}{\beta_{02} c}$, then from (13) we have

$$
\begin{equation*}
\Delta t_{01}=\frac{1}{\beta_{01} c} \frac{\sqrt{1-\beta_{01}^{2}}}{1-\beta_{1} \beta_{01}}, \quad \Delta t_{02}=\frac{1}{\beta_{02}} \frac{\sqrt{1-\beta_{02}^{2}}}{1+\beta_{1} \beta_{02}} . \tag{16}
\end{equation*}
$$

Then from (15) we have

$$
\begin{equation*}
\delta t=\frac{l}{c}\left\{\frac{1}{\beta_{01}}\left(\frac{\sqrt{1-\beta_{01}^{2}}}{1-\beta_{1} \beta_{01}}-1\right)+\frac{1}{\beta_{02}}\left(\frac{\sqrt{1-\beta_{02}^{2}}}{1+\beta_{1} \beta_{02}}-1\right)\right\} . \tag{17}
\end{equation*}
$$

For maximal velocity of the clock $T_{0}$ it is needed that for period $T_{1}$ the relation $\frac{\delta t}{T_{1}}$ would be maximal. Divided (17) by (12) we will get

$$
\begin{equation*}
\frac{\delta t}{T_{1}}=\frac{\beta_{01}\left(1-\beta_{1} \beta_{01}\right) \sqrt{1-\beta_{02}^{2}}+\beta_{02}\left(1+\beta_{1} \beta_{02}\right) \sqrt{1-\beta_{01}^{2}}}{\left(\beta_{01}+\beta_{02}\right)\left(1-\beta_{1} \beta_{01}\right)\left(1+\beta_{1} \beta_{02}\right)}-1 . \tag{18}
\end{equation*}
$$

In the fig. 2 the dependence $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)$ is presented for $\beta_{1}=0,9$. From (17) and fig. 2 it follows that the magnitude $\delta t$ can be positive and negative. As $T_{1}>0$ always and $\delta t>0$,
so $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)>0$. Let us find the part of the plane $\beta_{01}, \beta_{02}$, for this we suppose $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)=0$, then (18) can be reduced to the view

$$
\begin{equation*}
\beta_{02}^{3}+a_{1} \beta_{02}^{2}+a_{2} \beta_{02}+a_{3}=0 \tag{19}
\end{equation*}
$$

where

$$
a_{1}=2 \frac{\alpha-\beta_{1}}{\alpha \beta_{1}}, a_{2}=\frac{1+\alpha^{2}-4 \alpha \beta_{1}+\beta_{1}^{2}}{\alpha^{2} \beta_{1}^{2}}, \quad a_{3}=2 \frac{\beta_{1}-\alpha}{\alpha^{2} \beta_{1}^{2}}, \alpha=\frac{1}{\beta_{01}}\left(\frac{\sqrt{1-\beta_{01}^{2}}}{1-\beta_{1} \beta_{01}}-1\right)
$$



Fig. 2 - Maximum of the function $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)$ is in the field where $\beta_{01}, \beta_{02}$ are close to $\beta_{1}$.
The equation (19) has a real solution which is presented in the fig. 3 for different values of $\beta_{1}$. From the fig. 3 it follows that when $\beta_{1}=0,71$ the main part of the function is in negative field.

Let us find the minimum of $\beta_{1}$ when $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)$ can be more or equal to zero. We can notice when $\beta_{1}$ is small functions $\delta t$ and $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)$ are symmetrical relative to $\beta_{01}, \beta_{02}$, therefore we can assume $\beta_{01}=\beta_{02}=\beta_{0}$, then from (18) it follows

$$
\begin{equation*}
\frac{\delta t}{T_{1}}=\frac{\sqrt{1-\beta_{0}^{2}}}{1-\beta_{1}^{2} \beta_{0}^{2}}-1 \tag{20}
\end{equation*}
$$

The dependence $\frac{\delta t}{T_{1}}\left(\beta_{0}\right)$ will be positive from the moment after $\frac{\delta t}{T_{1}}\left(\beta_{0}\right)=0$, when

$$
\begin{equation*}
\beta_{0}= \pm \frac{\sqrt{2 \beta_{1}^{2}-1}}{\beta_{1}^{2}} \tag{21}
\end{equation*}
$$

Therefore the minimum of $\beta_{1}$, when $\frac{\delta t}{T_{1}}\left(\beta_{0}\right)=0$, is $\beta_{1}=\sqrt{2} / 2$.


Fig. 3 - The dependence $\beta_{01}\left(\beta_{02}\right)$ when $\frac{\delta t}{T_{1}}=0$ for different values of $\beta_{1}$
From the fig. 2 it follows that maximum of the function $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)$ is in the field where $\beta_{01}, \beta_{02}$ are close to $\beta_{1}$. From above the important consequence follows that effective work of a time machine is possible when it moves with constant velocity along a closed trajectory, for example, elliptic that. Availability of a normal acceleration don't influence on the result, it is analogical to motion along circle in a rotating reference frame.

The dependence $\frac{\delta t}{T_{1}}\left(\beta_{02}\right)$ when $\beta_{01}=0,9$ and $\beta_{1}=0 \ldots 1$ is presented in the fig.4.

To define maximum of the function $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)$ we need to solve an equation system, which we get after double differentiation of (7) on $\beta_{01}$ and $\beta_{02}$

$$
\left\{\begin{array}{l}
\left(\beta_{01}+\beta_{02}\right)\left(1-2 \beta_{1} \beta_{01}-\gamma_{01} \gamma_{02} \beta_{01} \beta_{02}\left(1+\beta_{1} \beta_{02}\right)\right)+  \tag{22}\\
+\left(1-\beta_{1}\left(2 \beta_{01}+\beta_{02}\right)\right)\left(\beta_{01}+\frac{\gamma_{02} \beta_{02}\left(1+\beta_{1} \beta_{02}\right)}{\gamma_{01}\left(1-\beta_{1} \beta_{01}\right)}\right)=0 \\
\left(\beta_{01}+\beta_{02}\right)\left(1+2 \beta_{1} \beta_{02}-\gamma_{01} \gamma_{02} \beta_{01} \beta_{02}\left(1-\beta_{1} \beta_{01}\right)\right)- \\
-\left(1+\beta_{1}\left(\beta_{01}+2 \beta_{02}\right)\right)\left(\beta_{02}+\frac{\gamma_{01} \beta_{01}\left(1-\beta_{1} \beta_{01}\right)}{\gamma_{02}\left(1+\beta_{1} \beta_{02}\right)}\right)=0
\end{array}\right.
$$

where

$$
\gamma_{0 i}=\frac{1}{\sqrt{1-\beta_{0 i}^{2}}}
$$

A numerical solution of (22) and (18) shows that we can write with high level of accuracy

$$
\begin{equation*}
\beta_{01}=\beta_{02}=\sqrt{2-\frac{1}{\beta_{1}^{2}}} . \tag{23}
\end{equation*}
$$



Fig. 4 - The dependence $\frac{\delta t}{T_{1}}\left(\beta_{02}\right)$ when $\beta_{01}=0,9$ for different values of $\beta_{1}=0 \ldots 1$

From the fig. 4 it follows that if $\beta_{01}=0,9$ and $\beta_{1}=0,9$, so maximum of the function is observed when $\beta_{02}=0,9$. We can assume from this that at least in a field of large values of $\beta$ the maximum is observed when $\beta_{01}=\beta_{02}=\beta_{1}$.

By comparing (23) and (21) we can conclude that if $\beta_{1}$ is large, so the maximum is very close to boundary when $\frac{\delta t}{T_{1}}=0$. Maximal values of $\frac{\delta t}{T_{1}}$ can be got from (20)

$$
\begin{equation*}
\frac{\delta t}{T_{1}}\left(\beta_{1}\right)=\frac{1}{2 \beta_{1} \sqrt{1-\beta_{1}^{2}}}-1 \tag{24}
\end{equation*}
$$

The dependence of maximums of $\frac{\delta t}{T_{1}}$ on $\beta_{1}$ is presented in the fig. 5 . We see that diagram of $\frac{\delta t}{T_{1}}$ has unlimited growth when $\beta_{1}$ increases. When $\beta_{1}=0,99$ the dependence $\frac{\delta t}{T_{1}}\left(\beta_{1}\right)$ reaches magnitude 2,58 . It means that time of the clock $T_{0}$ is larger then time of the clock $T_{1}$ by factor 2,58 . When $\beta_{1}=0,9$ the maximum of the function corresponds to $\frac{\delta t}{T_{1}}=0,275$.

Let us the clock $T_{0}$ moves cyclically along a closed trajectory. Let us consider $\beta_{01}=\beta_{02}=\beta_{0}$ and an angle $\alpha$ is interrupted function of $t_{0}$, that is, $\alpha$ is measured in the reference frame of the clock $T_{0}$. Then from (13) we have

$$
\begin{equation*}
t_{1}=\frac{1}{\sqrt{1-\beta_{0}^{2}}}\left(t_{0}-\frac{1}{c} \int_{\left(l_{0}\right)}^{\stackrel{\mathrm{r}}{\beta_{1}} \mathrm{r}} \mathrm{r}\right) \tag{25}
\end{equation*}
$$

where an length element of trajectory in the reference frame of the clock $T_{0}$ is equal to $d l_{0}=\stackrel{1}{V}_{0} d t_{0}$, and integral is taken along the trajectory $l_{0}$ in the в reference frame of the moving clock $T_{0}$.

If we have motion along elliptical orbit with constant velocity $V_{0}$ in the reference frame of the clock $T_{0}$, so for $\alpha\left(l_{0}\right)$ we have

$$
\begin{equation*}
\cos \alpha\left(l_{0}\right)= \pm \frac{a}{\sqrt{a^{2}+b^{2} \operatorname{ctg}^{2}\left(\frac{\omega_{0} l_{0}}{V_{0}}\right)}} \tag{26}
\end{equation*}
$$

Than integrating (25) gives

$$
\begin{equation*}
t_{1}=\frac{1}{\sqrt{1-\beta_{0}^{2}}}\left(t_{0}-\frac{\beta_{1} \beta_{0}}{\varepsilon \omega_{0}} \operatorname{arctg} \frac{a \varepsilon}{\sqrt{b^{2}+a^{2} \operatorname{tg}^{2}\left(\omega_{0} t_{0}\right)}}\right), \quad a^{2}>b^{2} \tag{27}
\end{equation*}
$$

We have more interesting estimation of difference between clock readings in IR of the observer which is connected with the clock $T_{1}$. For calculating $t_{0}$ using the known $t_{1}$ we can write

$$
\begin{equation*}
t_{0}=\int_{0}^{t_{1}} \frac{\sqrt{1-\beta_{0}^{2}}}{1-\beta_{1} \beta_{0} \cos \alpha\left(t_{1}\right)} d t_{1} \tag{28}
\end{equation*}
$$



Fig. 5 - The dependence of maximal relative values of difference between clock readings $\frac{\delta t}{T_{1}}$ on the anisotropy parameter $\beta_{1}$. When $\beta_{1}=0,9$ the function $\frac{\delta t}{T_{1}}\left(\beta_{01}, \beta_{02}\right)$ reaches the maximum

$$
\frac{\delta t}{T_{1}}=0,275
$$

When we have motion along elliptical orbit for $\alpha\left(t_{1}\right)$ we can write

$$
\begin{equation*}
\cos \alpha\left(t_{1}\right)= \pm \frac{a \operatorname{tg}\left(\omega_{0} t_{1}\right)}{b \sqrt{1+\frac{a^{2}}{b^{2}} \operatorname{tg}^{2}\left(\omega_{0} t_{1}\right)}} \tag{29}
\end{equation*}
$$

where $a, b$ are semiaxises of the orbit. Then (28) will take a view

$$
\begin{equation*}
t_{0}=\sqrt{1-\beta_{0}^{2}} \int_{0}^{t_{1}} \frac{\sqrt{1-\varepsilon^{2}+\operatorname{tg}^{2}\left(\omega_{0} t_{1}\right)}}{\sqrt{1-\varepsilon^{2}+\operatorname{tg}^{2}\left(\omega_{0} t_{1}\right)}-\beta_{1} \beta_{0} \operatorname{tg} \omega_{0} t_{1}} d t_{1} . \tag{30}
\end{equation*}
$$

Here $\varepsilon^{2}=1-b^{2} / a^{2}$ is eccentricity.
Integrating (30) when $\gamma^{2}>0$ and using the substitution $\cos \left(\omega_{0} t_{1}\right)=-\operatorname{ch}(t)$ we have

$$
\begin{gather*}
t_{0}=\frac{\sqrt{1-\beta_{0}^{2}}}{1-\beta_{1}^{2} \beta_{0}^{2}}\left\{\varepsilon^{2} t_{1}-\frac{\beta_{1}^{2} \beta_{0}^{2}}{\omega_{0} \gamma} \operatorname{arctg}\left(\gamma \operatorname{tg}\left(\omega_{0} \mathrm{t}_{1}\right)\right)-\frac{\varepsilon^{2} \beta_{1} \beta_{0}}{\omega_{0}} \times\right. \\
\left.\times\left[\operatorname{arsh}\left(\varepsilon \cos \left(\omega_{0} \mathrm{t}_{1}\right)\right)-\operatorname{arsh}(\varepsilon)-\lambda I\left(t_{1}\right)\right]\right\} \tag{31}
\end{gather*}
$$

where

$$
I\left(t_{1}\right)=\left\{\begin{array}{cc}
\lambda=\frac{\beta_{1} \beta_{0}}{\sqrt{\gamma^{2} \varepsilon^{2}-2 \beta_{1}^{2} \beta_{0}^{2}}}, \gamma^{2}=\frac{1-\beta_{1}^{2} \beta_{0}^{2}}{1-\varepsilon^{2}}, \\
\operatorname{arctg}\left(\frac{1}{\lambda} \frac{\sqrt{\varepsilon^{2} \cos ^{2}\left(\omega_{0} t_{1}\right)-1}}{\varepsilon \cos \left(\omega_{0} t_{1}\right)}\right)-\operatorname{arctg}\left(\frac{1}{\lambda} \frac{\sqrt{\varepsilon^{2}-1}}{\varepsilon}\right), & \frac{\gamma^{2}-1}{\beta_{1}^{2} \beta_{0}^{2}}>1 \\
\operatorname{arth}\left(\frac{1}{\lambda} \frac{\sqrt{\varepsilon^{2} \cos ^{2}\left(\omega_{0} t_{1}\right)-1}}{\varepsilon \cos ^{\left(\omega_{0} t_{1}\right)}}\right)-\operatorname{arth}\left(\frac{1}{\lambda} \frac{\sqrt{\varepsilon^{2}-1}}{\varepsilon}\right), & 0<\frac{\gamma^{2}-1}{\beta_{1}^{2} \beta_{0}^{2}}<1 \\
\operatorname{arcctg}\left(\frac{1}{\lambda} \frac{\sqrt{\varepsilon^{2} \cos ^{2}\left(\omega_{0} t_{1}\right)-1}}{\varepsilon \cos \left(\omega_{0} t_{1}\right)}\right)-\operatorname{arcctg}\left(\frac{1}{\lambda} \frac{\sqrt{\varepsilon^{2}-1}}{\varepsilon}\right), & \frac{\gamma^{2}-1}{\beta_{1}^{2} \beta_{0}^{2}}<0
\end{array}\right.
$$

A solution is presented in the view $\delta t\left(t_{1}\right)=t_{0}\left(t_{1}\right)-t_{1}$ in the fig. 6 for the next parameters: $a / b=10, \omega_{0}=3 \times 10^{8}$ рад $/ \mathrm{c}, \beta_{1}=0,9, \beta_{0}=0,9$.

From the fig. 6 it follows, when the clock $T_{0}$ moves in direction $-O X_{1}$ it overtakes the clock $T_{1}$ on $\delta t \approx 1,2 \times 10^{-8}$ c. In opposite direction $O X_{1}$ the clock $T_{0}$ lags on $\delta t \approx 0,9 \times 10^{-8}$. During a period $T_{1}=\frac{2 \pi}{\omega_{0}}=2,09 \times 10^{-8} \mathrm{c}$ the clock $T_{0}$ overtakes the clock $T_{1}$ on $\delta t\left(T_{1}\right)=3 \times 10^{-9} \mathrm{c}$.

In the solution (31) frequency $\omega_{0}$ enter as a product $\omega_{0} t_{1}$, therefore, if frequency $\omega_{0}$ decreases, so the period $T_{1}$ will increase, and with the fixed relation $\frac{\delta t}{T_{1}}\left(\beta_{1}=0,9\right)=0,3$ (see the fig.5), the magnitude $\delta t$ will increase proportionally the period $T_{1}$. In other words, if
the period $T_{1}$ will increase by the factor 2 , so $\delta t$ will increase by the factor 2 too with the given $\beta_{1}$.


Fig. 6. - Difference between readings of clocks $T_{0}$ andи $T_{1}$ in dependence on $t_{1}$
As an example, let us consider a motion along an elliptic orbit with large semiaxis which is equal to the radius of Oort's cloud ( $10^{4}-10^{5}$ a.e.). To provide the magnitude $\beta_{0}=0,9$ it is necessary the period $T_{0}$ around the Earth clock $T_{1}$ would be equal to $T_{1}=3,5 \times 10^{7} \ldots 10^{8} \mathrm{c}$, this approximately corresponds the interval from 1 till 10 years. Then the clock $T_{0}$ will overtake the clock $T_{1}$ on $0,16 \ldots 1,6$ years.

Thus, the above example testifies to possibility of accelerated running of a moving clock with large velocity in space with dipole anisotropy.

Let us consider influence of elliptisity of an orbit on difference between readings of clocks $\delta t$. On the basis of the numerical solution (31) it was obtained the dependence of difference between readings of clocks on relation of sizes of semiaxises $\delta t(a / b)=t_{0}(a / b)-T_{1}$ for a period $T_{1}$ with $\omega_{0}=3 \times 10^{8} \mathrm{rad} / \mathrm{s}, \beta_{1}=\beta_{0}=0,9$ (fig.7).


Fig. 7-The dependence $\delta t\left(\frac{a}{b}\right)$ for a period on semiaxsis relation $a / b$ when $\beta_{1}=0,9$
From the fig. 7 it follows that the clock $T_{0}$ overtake on $\delta t(10) \cong 3 \times 10^{-9} c$ with $\beta_{1}=0,9$ and $a / b=10$.

With the taken frequency $\omega_{0}$ the period is $T_{1}=2,09 \times 10^{-8} \mathrm{c}$. Than the relation $\frac{\delta t}{T_{1}}\left(\beta_{1}\right)=\frac{3 \times 10^{-9}}{2,09 \times 10^{-8}} \cong 0,144$, that is less by factor 2 than the magnitude $\frac{\delta t}{T_{1}}\left(\beta_{1}=0,9\right) \cong 0,29$ in the fig. 5. Hence, as it follows from the fig.7, if the relation $a / b$ grows the magnitude $\frac{\delta t}{T_{1}}\left(\beta_{1}\right) \rightarrow 0,29$, that corresponds to the limiting case.

Thus, the considered example of clock motion in anisotropy space in the first approximation points out on principal possibility of accelerated running of a moving clock. The presented approximation is based on assumption of dipole anisotropy of physical space, therefore, the effect of accelerated running and the fulfilled calculations fully depend on anisotropy parameter $\stackrel{1}{\beta}_{1}$. As it follows from the work, the minimal magnitude of anisotropy parameter, when accelerated running of a clock is possible, is equal to $\sqrt{2} / 2$. Despite on large magnitude of the parameter, it is necessary to recognize that for $\stackrel{1}{\beta}_{1}$ there is only one restriction $-1<\beta_{1}<1$. Correspondence of applied anisotropic transformations for space-time coordinates to customary Lorentz transformations or Moller those is provided with fulfillment of the condition of invariance for total differential (6).

It was noticed before that use of a metric tensor with other anisotropic properties will alter the expected magnitude of the effect of time acceleration or deceleration. Hence, we can intrinsically assume that dipole character of metric has to show prevalent value in experiments.

In conclusion we can notice, that if $\hat{\beta}_{1}$ is small, the accelerated running is impossible, hence, availability of weak dipole anisotropy leads to appearance of corrections to difference between readings of moving clocks with any nonzero value of anisotropy parameter. The given effect can be found in experiments on measurement of variations of life time for elementary particles, which move in accumulating rings [7]. We can assume that a phenomenon of dependence of clock running velocity on a vector field $\stackrel{1}{\beta}_{1}$ can have essential value for long-time space flights.
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# CAN CLOCKS TELL TIME? 

A. F. Kracklauer

At past PIRT conferences, and elsewhere, I have asserted, that the usual arguments for time dilation, i.e., the twin paradox contain an oversight that annihilates their conclusion. Inevitably, this has provoked the question: 'how then is the extension of the decay time of moving muons to be understood?'

My response, that this effect can be understood as an effect of space-time perspective, was heard only with skepticism? And, indeed, my own researches into just how this effect can be understood better has led me to a more inclusive viewpoint, namely: while there is no such thing as kinematical time-dilation, there are obviously dynamical effects that objectively slow individual physical processes, e.g., pendulums depend on altitude, biological decay depends on temperature (e.g., in refrigerators). Perspective alone cannot account for everything.

These local modifications of the tempol of processes, conned within a sub-unit of the universe, however, cannot be designated time dilation, anymore that can use of a refrigerator be considered to dilate time for the universe. 'Tempo' must be distinguished from an unalterable 'time,' in that the latter is given by the variable conjugate to the Hamiltonian of the universe and, therefore, unalterable from within the universe; whereas, the ow of sub-processes, or the rate of changes of state (tempo), in sub-volumes of the universe, can be altered at the expense of other portions of the universe. To say that time itself is dilated, would be to say that the ow of all processes in the whole universe has been slowed. Obviously, in this light, clocks tell tempo only of their own inner workings, i.e., for localized processes, affected by local conditions (potentials) and cannot take into account of the whole universe; they do not, therefore, tell 'time' per second.

Muons, however, are thought to be decoupled from all external interaction; thus, they are said to spontaneously decay, without external trigger in gin put. However, it is a common insight from Quantum Electrodynamics, that so called 'spontaneous decay' can be seen actually as decay stimulated by a vacuum mode.

From this viewpoint, then, acceleration through the vacuum can be taken as a dynamical under taking doing work on the inner processes of muons, which alters their tempo, analogous to extending biological decay in refrigerators.

This fact, then, in addition to determination of an anisotropy of the cosmic microwave background, provides a physical and operationally practical means of distinguishing a privileged frame, namely that one in which muons have the shortest decay time. As such, it provides additional support for a Lorentzian viewpoint on Special Relativity. This term is taken from music, where it is instinctively recognized that the rapidity of the ow of a piece of music is gauged in terms of an unalterable, external and universal time ow.

Keywords: muons, quantum electrodynamics, vacuum mode, cosmic microwave background, special relativity.

# EXPANDING OR NON-EXPANDING UNIVERSE 

Walter Petry<br>Mathematisches Institut der Universitaet Duesseldorf, D-40225 Duesseldorf<br>E-mail: wpetry@meduse.de; petryw@uni-duesseldorf.de

The observed redshift of galaxies in the universe is generally interpreted as expansion of space. In a previous paper the author has given an other interpretation. It has been proved that the proper time is not absolute but the so called observer's time corresponding to the proper time at present is absolute. This gives the observed redshift of galaxies. In this preprint several results of an expanding and a nonexpanding universe are compared with one another. There exists no definite answer whether the universe expands or not. Einstein's theory suggests an expanding space and flat space-time theory of gravitation suggests a non-expanding space.

Keywords: redshift of galaxies, general theory of relativity, gravitational field, theory of gravitaion.

PACS number: 04.20.-q/04.20.Cv

## II. INTRODUCTION

The redshift of distant galaxies in the universe is generally interpreted as expansion of space. Homogeneous, isotropic, cosmological models of Einstein's general theory of relativity suggest this interpretation. Hubble had doubts about the reality of the expansion but Sandage and collaborators believe that the space is really expanding. For a discussion of these two interpretations of the redshift of distant galaxies compare the paper of Soares [1] where further references can be found. The interpretation of the redshift as expansion of space is generally accepted but some problems with this interpretation exist (see, e.g. [2-4]).

In addition to Einstein's general theory of relativity a covariant theory of gravitation in flat space-time will be considered (see Petry [5] ). This gravitational theory is based on a flat space-time metric and gravitation is described by a field in analogy to Maxwell's theory. It gives the same results as Einstein's general theory of relativity to the experimentally needed accuracy for the following effects: gravitational redshift, light deflection, perihelion precession, radar time-delay, post-Newtonian approximation, gravitational radiation and the precession of the spin axis of a gyroscope in the orbit of a rotating body. The theory of gravitation in flat space-time gives non-singular, homogeneous, isotropic, cosmological models in contrast to Einstein's theory (see, e.g. Petry [6-11] ). The space of the universe in flat space-time theory of gravitation is flat for all cosmological models as recent observations also suggest. In addition to the proper time (atomic time) in the universe the observer's time is introduced (see Petry [12] ) which corresponds to the proper time at present. The observer's time interval and the proper time interval are different and they agree only at present. This result has been used to give an explanation of the anomalous Doppler frequency shift of the Pioneers [12] and an explanation of the redshift of galaxies without the assumption of an expanding space ( see [13] ). It is proved that the observer's time interval is absolute [13] suggesting that the time interval of proper time is changeable in the universe. An Euclidean space and different times such as observer's time resp. proper time are used to study non-expanding cosmological models. Cosmological models with an expanding space and the use of the proper time are also considered. The light velocity in the universe depends on the used time. It is equal to the vacuum light velocity for all times only by the use of observer's time. It is using an other time interval only at the observer equal to the vacuum light velocity whereas at distant objects it is different from it and it depends in an expanding space also on the expansion of space as well for flat space-time theory of gravitation as for Einstein's general theory of relativity. Therefore, superluminal velocities in an
expanding space are real and not contradicting to special relativity. The energy of an emitted photon moving in the universe is in general time-depenent and only by the use of the observer's time it is always constant because the observer's time is absolute. The total energy of the universe is conserved and positive for all cosmological models (including an expanding space) by flat space-time theory of gravitation. This follows from the fact that the total energy-momentum in flat spacetime theory of gravitation is a tensor. For a non-expanding flat space of Einstein's theory the total energy of the universe is equal to zero (see [14]). It is worth mentioning that a total energy of the universe being equal to zero in flat space-time theory of gravitation would also give singular cosmological models like Einstein's theory. In flat space-time theory of gravitation a bound system in the universe is calculated to post-Newtonian approximation [15]. The result to Newtonian accuracy is identical with that of general relativity. The simple case of a solid, spherically symmetric body and a test particle moving around it is studied. The results of an expanding or a non-expanding space mathematically agree but the interpretation of an expanding universe yields that the space of the bound system does not expand [16] whereas the interpretation of a non-expanding space implies that the test body moves spirally towards the solid body.

It is worth mentioning that the two considered theories of gravitation allow the interpretation of an expanding and a non-expanding space for all the studied results but the interpretation of expanding space is suggested by Einstein's theory whereas flat space-time theory of gravitation suggests a non-expanding space. This follows from the fact that Einstein's theory defines the proper time and the metric of space and time by the same line element whereas flat space-time theory of gravitation defines proper time indepenently of the background metric of space and time.

The theory of gravitation in flat space-time [5] has been studied in several papers. A summary of the theory with applications can be found in paper [6] where references to detailed studies are stated.Subsequently, some results of the papers [5-11] are summarized which are used in the following. Flat space-time theory of gravitation uses a flat space-time background metric

$$
\begin{equation*}
(d s)^{2}=-\eta_{i j} d x^{i} d x^{j} \tag{2.1}
\end{equation*}
$$

The gravitational field is described by a symmetric tensor $\mathrm{g}_{\mathrm{ij}}$ satisfying covariant (with regard to the flat spacetime metric (2.1)) differential equations of order two. The source of the gravitational field is the total energy-momentum tensor inclusive that of the gravitational field. The proper time (atomic time) is defined by

$$
\begin{equation*}
c^{2}(d \tau)^{2}=-g_{i j} d x^{i} d x^{j} \tag{2.2}
\end{equation*}
$$

The equations of motion of a test particle with the four-velocity $\left(\frac{d x^{i}}{d \tau}\right)$ in the gravitational field are given by

$$
\begin{equation*}
\frac{d}{d \tau}\left(g_{i j} \frac{d x^{j}}{d \tau}\right)=\frac{1}{2} \frac{\partial g_{j k}}{\partial x^{i}} \frac{d x^{j}}{d \tau} \frac{d x^{k}}{d \tau}(i=1-4 .) \tag{2.3}
\end{equation*}
$$

The total energy-momentum tensor is conserved. The derivation of these results can be found in the paper of Petry [5]. The application of the theory of gravitation in flat space-time to homogeneous, isotropic, cosmological models is studied in several papers (see, e.g. Petry [6-10] ). The background metric uses the pseudoEuclidean geometry

$$
\begin{equation*}
\left(\eta_{i j}\right)=\operatorname{diag}(1,1,1,-1) \tag{2.4}
\end{equation*}
$$

with the Cartesian coordinates $x^{1}, x^{2}, x^{3}$ and $x^{4}=c t$. The four-velocity of the universe is

$$
\begin{equation*}
u^{i}=\frac{d x^{i}}{d \tau}=0 \quad(i=1,2,3), \quad u^{4}=c \frac{d t}{d \tau} . \tag{2.5}
\end{equation*}
$$

Then, the potentials $g_{i j}$ are given by

$$
\begin{equation*}
\left(g_{i j}\right)=\operatorname{diag}\left(a^{2}(t), a^{2}(t), a^{2}(t),-1 / h(t)\right) \tag{2.6}
\end{equation*}
$$

where $a(t)$ and $h(t)$ satisfy two coupled nonlinear differential equations of order two resulting from the field equations of the gravitational theory. Here, the source of the gravitational field consists of the densities of matter (dust) $\rho_{m}(\mathrm{t})$, of radiation $\rho_{r}(\mathrm{t})$, and of the cosmological constant ) $\rho_{\Lambda}(\mathrm{t})$ with

$$
\begin{equation*}
\rho_{m}(t)=\rho_{m 0} / \sqrt{h(t)}, \rho_{r}(t)=\rho_{r 0} /(a(t) \sqrt{h(t)}), \rho_{\Lambda}(t)=\frac{\Lambda c^{2}}{8 \pi k} a^{3}(t) / \sqrt{h(t)} . \tag{2.7}
\end{equation*}
$$

The parameters $\rho_{m 0}$ and $\rho_{r_{0}}$ are the densities at present, $\Lambda$ is the cosmological constant and k is the gravitational constant.
The initial conditions of the differential equations are the values at present time $t=0$, i.e.

$$
\begin{equation*}
a(0)=h(0)=1, \quad \dot{a}(0)=H_{0}, \quad \dot{h}(0)=\dot{h}_{0} \tag{2.8}
\end{equation*}
$$

where the dot denotes the $t$-derivative. Here, $H_{0}$ denotes the Hubble constant and $h_{0}$ is a further constant of integration which is zero for Einstein's theory because $h(t) \equiv 1$ which is not possible in flat space-time theory of gravitation. Under natural conditions on the universe the cosmological models are nonsingular, i.e. all the densities are finite for all times. The functions $a(t)$ and $h(t)$ are defined for all $t \in R$. The function $h(t)$ goes to infinity as $\mathrm{t} \rightarrow-\infty$, then for increasing time it decreases to a small positive minimum and then increases to infinity as $t \rightarrow \infty$. The function $a(t)$ starts from a small positive value as $t \rightarrow-\infty$, then for increasing time it decreases to a positive minimum and then increases for all $t \in R$. The functions $a(t)$ and $h(t)$ have their minimum in the very early universe. The energy density of the gravitational field in the universe is

$$
\begin{equation*}
\rho_{G}=\frac{1}{64 \pi k} a^{3} \sqrt{h}\left(-6\left(\frac{\dot{a}}{a}\right)^{2}+6 \frac{\dot{a}}{a} \frac{\dot{h}}{h}+\frac{1}{2}\left(\frac{\dot{h}}{h}\right)^{2}\right) . \tag{2.9}
\end{equation*}
$$

The space of the universe is flat which is suggested by recent observations.The energymomentum tensor of the total universe is given by

$$
\begin{align*}
& T_{1}^{1}=T^{2}{ }_{2}=T^{3}{ }_{3}=\frac{1}{3} \rho_{r} c^{2}-\rho_{\Lambda} c^{2}+\rho_{G} c^{2} \\
& T^{4}{ }_{4}=-\left(\rho_{m}+\rho_{r}\right) c^{2}-\rho_{\Lambda} c^{2}-\rho_{G} c^{2} \tag{2.10}
\end{align*}
$$

where the non-diagonal elements are equal to zero. The total energy of the universe is conserved, i.e.

$$
\begin{equation*}
\left(\rho_{m}(t)+\rho_{r}(t)+\rho_{\Lambda}(t)+\rho_{G}(t)\right) c^{2}=\lambda c^{2} \tag{2.11}
\end{equation*}
$$

with a constant $\lambda>0$. Einstein's theory gives for a flat space that the total energy is zero (see, e.g.Berman [14] ).

In addition to the time $t$ the proper time $\tilde{t}$ of the observer at rest is

$$
\begin{equation*}
d \tilde{t}=d t / \sqrt{h(t)} \tag{2.12a}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{t}(t)=\int_{-\infty}^{t} d t / \sqrt{h(t)} \tag{2.12b}
\end{equation*}
$$

implying the potentials

$$
\begin{equation*}
\left(g_{i j}(\tilde{t})\right)=\operatorname{diag}\left(a^{2}(t), a^{2}(t), a^{2}(t),-1\right) \tag{2.13}
\end{equation*}
$$

and the background metric

$$
\begin{equation*}
\left(\eta_{i j}(\tilde{t})\right)=\operatorname{diag}(1,1,1,-h(t)) \tag{2.14}
\end{equation*}
$$

In the relations (2.13) and (2.14) the time $t$ must be replaced by $\tilde{t}$ by the use of inverse relation of (2.12b). Furthermore, let us define the observer's time t' by

$$
\begin{equation*}
d t^{\prime}=d t /\left(a(t)^{\wedge} \sqrt{h(t)}\right) \tag{2.15a}
\end{equation*}
$$

with

$$
\begin{equation*}
t^{\prime}(t)=\int_{-\infty}^{t} d t /(a(t) \sqrt{h(t)}) \tag{2.15b}
\end{equation*}
$$

implying the potentials

$$
\begin{equation*}
\left(g_{i j}\left(t^{\prime}\right)\right)=\operatorname{diag}\left(a^{2}(t), a^{2}(t), a^{2}(t),-a^{2}(t)\right) \tag{2.16}
\end{equation*}
$$

and the flat background metric

$$
\begin{equation*}
\left(\eta_{i j}\left(t^{\prime}\right)\right)=\operatorname{diag}\left(1,1,1,-a^{2}(t) h(t)\right) \tag{2.17}
\end{equation*}
$$

where relation (2.15b) must be used to replace $t$ by $t_{\approx}^{\prime}$ The absolute values of the light velocity $v_{l}$ with regard to the three different times $\mathrm{t}, \mathrm{t}$ and $\mathrm{t}^{\prime}$ in the universe are

$$
\begin{equation*}
\left|v_{l}(t)\right|=c /(a(t) \sqrt{h(t)}), \quad\left|\widetilde{v}_{l}(t)\right|=c / a(t), \quad\left|v^{\prime}(t)\right|=c . \tag{2.18}
\end{equation*}
$$

Hence, the light velocity is only with regard to the observer's time equal to $c$ for all times whereas for $t$ and $\mathfrak{t}$ the light velocity is time dependent and it is only equal to c at present by virtue of the initial conditions (2.8). It follows by the initial conditions (2.8) and the use of (2.12a) and (2.15a) at present time $t=0$ :

$$
\begin{equation*}
d t=d \tilde{t}=d t^{\prime} . \tag{2.19}
\end{equation*}
$$

Therefore, the frequency of a photon emitted at present by an atom at rest is by (2.19) independent of the used time $\mathrm{t}, \tilde{\mathfrak{t}}$ or $\mathrm{t}^{\prime}$. Relation (2.1) together with the background metric (2.4) or (2.14) or (2.17) suggests that (x1, x2 , x3 ) are the Cartesian coordinates of an Euclidean non-expanding space.

Let us now consider the time $\mathrm{t}^{\prime}$ with the relations (2.16) and (2.17). It follows from (2.2) by the use of (2.16) under the assumption that a light ray is emitted at distance $r$ and at time $t^{\prime} e$ resp. $t_{e}^{\prime}+\mathrm{dt}^{\prime}$ e and received by theobserver at time $\mathrm{t}^{\prime}=0$ resp. $0+\mathrm{dt}$ then it holds

$$
r=c \int_{t_{e^{\prime}}}^{0} d t=c \int_{t_{e^{\prime}}+d t_{e^{\prime}}}^{0+d d t^{\prime}} d t=c \int_{t_{e^{\prime}}}^{0} d t+c\left(d t^{\prime}-d t_{e}{ }^{\prime}\right) .
$$

Hence,we have

$$
d t^{\prime}=d t_{e}{ }^{\prime}
$$

i.e. $d t^{\prime}$ is independent of the distance $r$ and of the time $t^{\prime}$. Therefore, $d t^{\prime}$ is the absolute time interval and the proper time $d \tilde{t}$ is not absolute in contradiction to the general assumption. At present the time interval $d t^{\prime}$ agrees with the present atomic time interval $d t$ by vitue of (2.19).
Let us now introduce an expanding space by the new coordinates

$$
\begin{equation*}
\widetilde{x}^{i}=a(t) x^{i} \quad(i=1,2,3), \quad d \widetilde{x}^{4}=d x^{4} / \sqrt{h(t)} . \tag{2.20}
\end{equation*}
$$

Elementary calculations give the potentials (see, e.g. [10])

$$
\begin{align*}
g_{i j} & =\delta_{i j}, \quad i, j=1,2,3 \\
& =-\frac{1}{c} \frac{\dot{a}}{a} \sqrt{h} \widetilde{x}^{i}, \quad i=1,2,3, j=4 \\
& =-\frac{1}{c} \frac{\dot{a}}{a} \sqrt{h} \widetilde{x}^{j}, \quad i=4, j=1,2,3 \\
& =-\left(1-\frac{1}{c^{2}}\left(\frac{\dot{a}}{a} \sqrt{h}\right)^{2} \sum_{k=1}^{3}\left(\widetilde{x}^{k}\right)^{2}\right), \quad i=j=4 . \tag{2.21a}
\end{align*}
$$

The background metric has the form

$$
\begin{align*}
\eta_{i j} & =\frac{1}{a^{2}} \delta_{i j}, \quad i, j,=1,2,3 \\
& =-\frac{1}{c} \frac{1}{a^{2}} \frac{\dot{a}}{a} \sqrt{h} \widetilde{x}^{i}, \quad i=1,2,3, j=4 \\
& =-\frac{1}{c} \frac{1}{a^{2}} \frac{\dot{a}}{a} \sqrt{h} \widetilde{x}^{j}, \quad i=4, j=1,2,3 \\
& =-h\left(1-\frac{1}{c^{2}} \frac{1}{a^{2}}\left(\frac{\dot{a}}{a}\right)^{2} \sum_{k=1}^{3}\left(\widetilde{x}^{k}\right)^{2}\right), \quad i=j=4 . \tag{2.21b}
\end{align*}
$$

It easily follows

$$
\begin{equation*}
\operatorname{det}\left(g_{i j}\right)=-1, \quad \operatorname{det}\left(\eta_{i j}\right)=-h / a^{6} . \tag{2.22}
\end{equation*}
$$

The radial light velocity in the expanding universe follows from (2.2) with (2.21a) implying

$$
\begin{equation*}
\frac{d \widetilde{r}}{d \widetilde{t}}=\frac{d \widetilde{r}}{d t} \frac{d t}{d \widetilde{t}}= \pm c+\frac{\dot{a}}{a} \sqrt{h} \widetilde{r} \tag{2.23}
\end{equation*}
$$

where $\tilde{r}$ denotes the Euclidean norm of $\left(x^{\sim 1}, x^{\sim 2}, x^{\sim 3}\right)$. Here, the upper (lower) sign stands for light moving away (towards) the observer. Hence, in an expanding universe the light velocity can be superluminal for sufficiently large distances. The assumption of the constant light velocity c in the expanding universe must led to contradictions. Let us now consider the expansion of space for a fixed distance vector ( $\mathrm{x}^{\sim 1}, \mathrm{x}^{\sim 2}, \mathrm{x}^{\sim 3}$ ) then by equation (2.20)

$$
\begin{equation*}
\frac{d \widetilde{x}^{i}}{d \widetilde{t}}=\dot{a} \frac{d t}{d \widetilde{t}} x^{i}=\frac{\dot{a}}{a} \sqrt{h} \widetilde{x}^{i} . \tag{2.24}
\end{equation*}
$$

Equation (2.2) together with (2.21a) gives by the use of (2.24)

$$
(d \tau)^{2}=(d \tilde{t})^{2}
$$

Therefore, for any distant object in the expanding universe the introduction of the proल̃er time $t$ is the natural time, i.e. any observer in the universe can use the invariant proper time. It is worth mentioning that Einstein's general theory of relativity is working without any background metric (2.1) and relation (2.2) defines the metric in addition to the proper time. For homogenious, isotropic, cosmological models the funtion $h(t)$ is identical one. Furhtermore, there exists no covariant energymomentum. The total energy of the universe with a flat space is identical zero. Here, the metric (2.2) with (2.13) is used, i.e. a non-expanding space is considered. The result for the total energy in the case of an expanding space, i.e. relation (2.21a) with $h(t) \equiv 1$ is unclear by virtue of the fact that the energy-momentum of Einstein's general theory of relativity is not a tensor.

For all the observed redshifts and a flat space the $r-z$-relations are identical for both gravitational theories. But in the beginning of the universe Einstein's theory yields a singularity, i.e. infinite densities whereas flat space-time theory of gravitation gives non-singular cosmological models, i.e. all the densities are finite.

## III. SOME RESULTS ABOUT EXPANDING AND NON-EXPANDING UNIVERSE

Let us first calculate the energy of a photon emitted by a distant atom at rest and moving to the observer. Let us use the time $t$ with the relations (2.4) and (2.6) and the light velocity (2.18). The energy of a photon emitted by an atom at rest is

$$
E=-p_{4} c \sim-g_{44} \frac{d x^{4}}{d \tau}
$$

Hence, it follows for the energy emitted at time te by the use of (2.2) with (2.6)

$$
\begin{equation*}
E\left(t_{e}\right)=\frac{1}{h\left(t_{e}\right)} \sqrt{h\left(t_{e}\right)} E_{0}=\frac{1}{\sqrt{h\left(t_{e}\right)}} E_{0} \tag{3.1}
\end{equation*}
$$

where $E_{0}$ is the emitted energy of the same atom at present.The energy of the photon moving in the universe follows by the use of the equations of motion (2.3) with $i=4$, i.e.

$$
\frac{d}{d t}\left(-\frac{1}{h(t)} \frac{d t}{d \tau}\right)=\left(a \dot{a} \frac{1}{c^{2}} \sum_{k=1}^{3}\left(\frac{d x^{k}}{d t}\right)^{2}+\frac{1}{2} \frac{\dot{h}}{h^{2}}\right) \frac{d t}{d \tau}
$$

Let us substitute the light velocity (2.18) into this equation then we get

$$
-\frac{d}{d t}\left(\frac{1}{h(t)} \frac{d t}{d \tau}\right)=\left(\frac{\dot{a}}{a}+\frac{1}{2} \frac{\dot{h}}{h}\right) \frac{1}{h} \frac{d t}{d \tau} .
$$

This differential equation has the solution

$$
\frac{1}{h} \frac{d t}{d \tau}=\frac{C_{0}}{a(t) \sqrt{h(t)}}
$$

with a constant of integration $\mathrm{C}_{0}$. Hence, the energy is given by (with a new constant $\mathrm{C}_{1}$ ):

$$
E(t)=\frac{C_{1}}{a(t) \sqrt{h(t)}} .
$$

We get by the use of (3.1) $C_{1}=a\left(t_{e}\right) E_{0}$ implying the energy

$$
\begin{equation*}
E(t)=\frac{a\left(t_{e}\right)}{a(t) \sqrt{h(t)}} E_{0} . \tag{3.2}
\end{equation*}
$$

Hence, the energy of the photon in the universe decreases with the time and at present:

$$
\begin{equation*}
E(0)=a\left(t_{e}\right) E_{0} . \tag{3.3}
\end{equation*}
$$

Let $\left(p_{1}(t), p_{2}(t), p_{3}(t), p_{4}(t)\right)$ denote the four-momentum of the photon in the universe with $\mathrm{p}_{4}(\mathrm{t})=-\mathrm{E}(\mathrm{t}) / \mathrm{c}$ then it follows from (2.2) with (2.6)

$$
\frac{1}{a^{2}(t)}|p(t)|^{2}-h(t) p_{4}^{2}(t)=0
$$

Here, $\left|\mid\right.$ denotes the Euclidean norm of $\left(p_{1}, p_{2}, p_{3}\right)$. Therefore, we get

$$
\begin{equation*}
|p(t)|=a(t) \sqrt{h(t)}\left|p_{4}(t)\right|=a\left(t_{e}\right) E_{0} / c . \tag{3.4}
\end{equation*}
$$

The equations (3.2) and (3.4) give for the wavelength and the frequency of the photon by the use of Planck's law

$$
\begin{equation*}
\lambda(t)=\frac{1}{a\left(t_{e}\right)} \frac{c}{v_{0}}, \quad v(t)=\frac{a\left(t_{e}\right)}{a(t) \sqrt{h(t)}} v_{0} \tag{3.5}
\end{equation*}
$$

for the moving photon where $v_{0}$ is the frequency emitted by the same atom at present. Hence, the wavelength is constant during the motion of the photon whereas the frequency decreases and it holds:

$$
\begin{equation*}
\lambda(t) v(t)=c /(a(t) \sqrt{h(t)})=\left|v_{l}(t)\right| . \tag{3.6}
\end{equation*}
$$

At present time the observer measures for the arriving photon

$$
\lambda(0)=\frac{1}{a\left(t_{e}\right)} \frac{c}{v_{0}}, \quad v(0)=a\left(t_{e}\right) v_{0}, \quad \lambda(0) \nu(0)=c .
$$

Let us now introduce the times $\tilde{t}$ resp. $t^{\prime}$. It follows by the use of (2.12a) or (2.15a) and the transformation formulas

$$
\widetilde{p}_{i}=p_{k} \frac{\partial x^{k}}{\partial \widetilde{x}^{i}}, \quad p_{i}^{\prime}=p_{k} \frac{\partial x^{k}}{\partial x^{i \prime}} \quad(i=1-4)
$$

the result

$$
\widetilde{p}_{i}=p_{i}^{\prime}=p_{i} \quad(i=1,2,3), \quad \widetilde{p}_{4}=p_{4} \sqrt{h}, \quad p_{4}{ }^{\prime}=p_{4} a \sqrt{h} .
$$

Hence, the relations (3.4) and (3.2) yield:

$$
\begin{gathered}
|\widetilde{p}(t)|=\left|p^{\prime}(t)\right|=a\left(t_{e}\right) E_{0} / c, \\
\widetilde{E}(t)=\frac{a\left(t_{e}\right)}{a(t)} E_{0}, \quad E^{\prime}(t)=a\left(t_{e}\right) E_{0} .
\end{gathered}
$$

The wavelength and the frequency of the photon in the universe are therefore

$$
\begin{equation*}
\tilde{\lambda}(t)=\lambda^{\prime}(t)=\frac{1}{a\left(t_{e}\right)} \frac{c}{v_{0}}, \widetilde{v}(t)=\frac{a\left(t_{e}\right)}{a(t)} v_{0}, v^{\prime}(t)=a\left(t_{e}\right) v_{0} . \tag{3.7}
\end{equation*}
$$

The relations (3.7) yield by the use of (2.18)

$$
\begin{equation*}
\tilde{\lambda}(t) \widetilde{v}(t)=c / a(t)=\left|\widetilde{v}_{l}(t)\right|, \quad \lambda^{\prime}(t) \nu^{\prime}(t)=c=\left|v_{l}^{\prime}(t)\right| . \tag{3.8}
\end{equation*}
$$

Hence, the wavelength of the photon is constant during its motion through the universe independently of the used time whereas the frequency is in general changeing and it is constant only by the use of the observer's time. These considerations of a non-expanding space are already contained in the paper [12]. In the paper [13] generalizations to a moving body in the universe are considered implying an explanation of the anomalous Doppler frequency shift of the Pioneers. An unpleasent result of cosmological models by Einstein's theory is the nonconservation of the energy of the photon moving in the universe (see [17]).

Let us now consider the expanding universe with the transformations (2.20) and the corresponding transformation fomulas for the four-momentum. This gives the relations

$$
\tilde{p}_{i}=\frac{1}{a(t)} p_{i} \quad(i=1,2,3), \quad \tilde{p}_{4}=-p_{k} \tilde{x}^{k} \frac{1}{c} \frac{\dot{a}}{a^{2}} \sqrt{h}+p_{4} \sqrt{h} .
$$

This implies

$$
\begin{equation*}
|\widetilde{p}(t)|=\frac{1}{a(t)}|p(t)|, \quad \widetilde{E}(t)=\frac{a\left(t_{e}\right)}{a(t)} E_{0}+(p, \widetilde{x}) \frac{\dot{a}}{a^{2}} \sqrt{h} \tag{3.9}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the scalar product. Let us assume that the momentum of the photon is opposite to the line of sight, i.e. the photon moves to the observer then we get

$$
\widetilde{E}(t)=\frac{a\left(t_{e}\right)}{a(t)} E_{0}-|p||\widetilde{x}| \frac{\dot{a}}{a^{2}} \sqrt{h} .
$$

This relation gives for the energy of the photon:

$$
\begin{equation*}
\widetilde{E}(t)=\frac{a\left(t_{e}\right)}{a(t)} E_{0}\left(1-\frac{1}{c} \frac{\dot{a}(t)}{a(t)} \sqrt{h(t)}|\widetilde{x}|\right) \tag{3.10}
\end{equation*}
$$

Hence, the wavelength and the frequency of the photon in the expanding universe are

$$
\begin{equation*}
\tilde{\lambda}(t)=\frac{a(t)}{a\left(t_{e}\right)} \frac{c}{v_{0}}, \quad \widetilde{v}(t)=\frac{a\left(t_{e}\right)}{a(t)} v_{0}\left(1-\frac{1}{c} \frac{\dot{a}(t)}{a(t)} \sqrt{h(t)}|\widetilde{x}|\right) \tag{3.11}
\end{equation*}
$$

and by virtue of (2.23)

$$
\begin{equation*}
\tilde{\lambda}(t) \widetilde{\nu}(t)=c\left(1-\frac{1}{c} \frac{\dot{a}(t)}{a(t)} \sqrt{h(t)}|\widetilde{x}|\right)=\left|\widetilde{v}_{l}(t)\right| \tag{3.12}
\end{equation*}
$$

It follows that the wavelength is increasing and starts from the wavelength of the observer at present.The increasing wavelength in the universe is the well-known argument for the expansion of space whereas the frequency of the moving photon (3.11) is very complicated. At present time all the results of the wavelength and the frequency are identical independently of the used time $t, t$ or $t^{\prime}$ or an expanding universe. It is worth mentioning that the results for the wavelength and frequency using the time $\widetilde{\mathfrak{t}}$ or $\mathrm{t}^{\prime}$ or the expanding space can also be received in analogy to the corresponding considerations as with the time $t$ but these calculations are more complicated.

Let us now consider the total energy-momentum of the universe. It is given using the time $t$ by equation (2.10).

We consider the transformation formulas (2.12a), (2.15a) or (2.20) using the time $\tilde{t}, \mathrm{t}^{\prime}$ or the expansion of space together with the formula for the transformation of tensors given by

$$
\widetilde{T}^{i}{ }_{j}=T^{k} l \frac{\partial \widetilde{x}^{i}}{\partial x^{k}} \frac{\partial x^{l}}{\partial \widetilde{x}^{j}}
$$

Then, we get for the times $\tilde{t}$ and $t^{\prime}$

$$
\begin{equation*}
\widetilde{T}^{i}{ }_{j}=T^{i{ }_{j}{ }^{\prime}}=T^{i_{j}} \quad(i, j=1,2,3,4) \tag{3.13}
\end{equation*}
$$

and for an expanding universe

$$
\begin{align*}
& \widetilde{T}_{j}^{i}=T^{i}{ }_{j}, \quad T^{4}{ }_{j}=0 \quad(i, j=1,2,3) \\
& \widetilde{T}^{i}{ }_{4}=-\frac{1}{c} \frac{\dot{a}}{a} \sqrt{h}\left(\sum_{k=1}^{3} \widetilde{x}^{k} T^{i}{ }_{k}-\widetilde{x}^{i} T^{4}{ }_{4}\right) \quad(i=1,2,3)  \tag{3.14}\\
& \widetilde{T}^{4}{ }_{4}=T^{4}{ }_{4} .
\end{align*}
$$

Hence, we have by virtue of (3.13) and (3.14) and the conservation of of the total energy of the universe using the time $t$ that the total energy is always conserved independently of the used time or an expansion of space. The conservation of the total energy in an expanding space can also directly proved by the conservation law of energy-momentum for $\mathrm{i}=1-4$ :

$$
\widetilde{T}^{k}{ }_{i ; k}=\frac{\partial \widetilde{T}_{i}{ }_{i}}{\partial x^{k}}+\Gamma^{k}{ }_{k l} \widetilde{T}^{l}{ }_{i}-\Gamma^{k}{ }_{i l} \widetilde{T}^{l}{ }_{k}=0
$$

where $\Gamma_{i \mathrm{k}}^{i}$ are the Christoffel symbols of the flat space-time metric (2.21b).The calculations are longer and are omitted here.

Einstein's theory implies for a flat space that the total energy of a nonexpanding universe is identical zero but it is worth mentioning that the energymomentum of Einstein's theory is only a pseudo-tensor (see [14] and [18] ).

Next, let us consider the motion of a test particle in the gravitational field of a solid body in the universe. The post-Newtonian approximation of the equations of motion of several bodies in the universe is studied in paper [15]. In the special case of a body at rest with mass M and a test particle with velocity

$$
\left(\frac{d x^{1}}{d t^{\prime}}, \frac{d x^{2}}{d t^{\prime}}, \frac{d x^{3}}{d t^{\prime}}\right)
$$

where the observer's time is used the equations of motion have the form:

$$
\begin{equation*}
\frac{d}{d t^{\prime}}\left(a \frac{d x^{i}}{d t^{\prime}}\right)=-k M \frac{x^{i}}{|x|^{3}} \quad(i=1,2,3) \tag{3.15}
\end{equation*}
$$

Elementary calculations give

$$
\frac{d^{2}}{d t^{\prime 2}}\left(a x^{i}\right)-\frac{1}{a} \frac{d a}{d t^{\prime}} \frac{d\left(a x^{i}\right)}{d t^{\prime}}-\frac{d}{d t^{\prime}}\left(\frac{1}{a} \frac{d a}{d t^{\prime}}\right)\left(a x^{i}\right)=-a^{2} k M \frac{a x^{i}}{|a x|^{3}}
$$

Put

$$
\begin{equation*}
\widetilde{x}^{i}=a x^{i} \quad(i=1,2,3) \tag{3.16}
\end{equation*}
$$

then, it follows

$$
\frac{d^{2} \widetilde{x}^{i}}{d t^{\prime 2}}-\frac{1}{a} \frac{d a}{d t^{\prime}} \frac{d \widetilde{x}^{i}}{d t^{\prime}}-\frac{d}{d t^{\prime}}\left(\frac{1}{a} \frac{d a}{d t^{\prime}}\right) \widetilde{x}^{i}=-a^{2} k M \frac{\widetilde{x}^{i}}{|\widetilde{x}|^{3}} \quad(i=1,2,3) .
$$

At present time we get by neglecting terms of order $O\left(H_{0}{ }^{2}\right)$ :

$$
\begin{equation*}
\frac{d^{2} \widetilde{x}^{i}}{d t^{\prime 2}}-H_{0} \frac{d \widetilde{x}^{i}}{d t^{\prime}}=-a^{2} k M \frac{\widetilde{\widetilde{x}}^{i}}{|\widetilde{x}|^{3}} \quad(i=1,2,3) . \tag{3.17}
\end{equation*}
$$

Put

$$
x^{\sim 1}=r^{\sim} \cos \varphi, \quad x^{\sim 2}=\sim \sim \sin \varphi, \quad x^{\sim 3}=0
$$

then two differential equations for $r^{\sim}$ and $\varphi$ are received:

$$
\begin{gathered}
-2 \frac{d \widetilde{r}}{d t^{\prime}} \frac{d \varphi}{d t^{\prime}}-\widetilde{r} \frac{d^{2} \varphi}{d t^{\prime 2}}+H_{0} \widetilde{r} \frac{d \varphi}{d t^{\prime}}=0 \\
\frac{d^{2} \widetilde{r}}{d t^{\prime 2}}-\widetilde{r}\left(\frac{d \varphi}{d t^{\prime}}\right)^{2}-H_{0} \frac{d \widetilde{r}}{d t^{\prime}}=-\left(1+H_{0}\left(t^{\prime}-t_{0}{ }^{\prime}\right)\right)^{2} \frac{k M}{\widetilde{r}^{2}}
\end{gathered}
$$

where $t_{0}{ }^{\prime}$ denotes the observer's time at present. The first equation is solved with the solution

$$
\begin{equation*}
\widetilde{r}^{2} \frac{d \varphi}{d t^{\prime}}=C \exp \left(H_{0}\left(t^{\prime}-t_{0}^{\prime}\right)\right) \tag{3.18}
\end{equation*}
$$

where $C$ is a constant of integration. The substitution of (3.18) into the second differential equation gives:

$$
\frac{d^{2} \widetilde{r}}{d t^{\prime 2}}-H_{0} \frac{d \widetilde{r}}{d t^{\prime}}=C^{2} \frac{1}{\widetilde{r}^{3}}\left(1+2 H_{0}\left(t^{\prime}-t_{0}^{\prime}\right)\right)-\left(1+2 H_{0}\left(t^{\prime}-t_{0}^{\prime}\right)\right) \frac{k M}{\widetilde{r}^{2}}
$$

Assuming that the test body is moving on a perturbed sphere with radius $\widetilde{r_{0}}$ and let

$$
\tilde{\mathrm{r}}=\tilde{\mathrm{r}}_{0}+\Delta \tilde{\mathrm{r}}
$$

then the above differential equation gives

$$
C^{2}=k M \widetilde{r}_{0}, \quad \frac{d^{2} \Delta \widetilde{r}}{d t^{\prime 2}}-H_{0} \frac{d \Delta \widetilde{r}}{d t^{\prime}}=-\frac{k M}{\widetilde{r}_{0}^{3}} \Delta \widetilde{r} .
$$

The last equation implies the solution $\Delta \widetilde{r}=0$. Hence, we have the constant solution $\widetilde{r}$ :

$$
\begin{equation*}
\widetilde{r}_{0}=\widetilde{r}=\operatorname{ar}\left(t^{\prime}\right) . \tag{3.19}
\end{equation*}
$$

This relation gives:

$$
\begin{equation*}
r\left(t^{\prime}\right)=\frac{1}{a} \widetilde{r}_{0} \approx\left(1-H_{0}\left(t^{\prime}-t_{0}^{\prime}\right)\right) \widetilde{r}_{0} . \tag{3.20}
\end{equation*}
$$

In a non-expanding universe relation (3.20) states that the test body is spirally moving towards the solid body whereas in an expanding space relation (3.19) implies that the test body moves on a fixed sphere. This last result is generally formulated as a bound system in the expanding universe does not expand (see [16]). Both results about an expanding and a non-expanding space are not in agreement with the experimental results that the moon is moving away from the earth. It is worth mentioning that the above study about a test body in the gravitational field of a solid body at rest in the universe is too simple to describe the earth-moon system. Further effects has to be taken into consideration such as the rotation of the earth, tidal effects, other planets, etc.

Summarizing, we can say that the studied results give no definite answer whether space is expanding or not. independently of the used theory of gravitation. It is worth mentioning that Einstein's theory gives singular cosmological models and the energymomentum complex is not a tensor in contrast to flat space-time theory of gravitation. Einstein's theory suggests an expanding space by virtue of the definition of the lineelement (2.2) with (2.13) resp. (2.21a) whereas flat space-time theory suggests a nonexpanding space by virtue of the background metric (2.1) with (2.4) or (2.14) or (2.17) whereas (2.2) with (2.6) or (2.13) or (2.16) defines the proper time of the universe.
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# TAKING RELATIVITY BACK FROM PRINCIPLES TO PHYSICAL PROCESSES 

Dr. Albrecht Giese

Taxusweg 15, D-22605 Hamburg


#### Abstract

The "new" understanding of physics in the $20^{\text {th }}$ century was based on principles, symmetries, and abstractions, rather than referring to physical processes.

Einstein initiated this way by replacing Lorentz' physical understanding of the contraction of fields (causing the contraction of objects) by the abstract contraction of 'space', adding to it the dilation of 'time' in order to fulfil the Relativity Principle, which became the basis for his understanding of the physical world. Many physicists look upon Einstein's way to geometrize physics as an outcome of his genius. But more likely, this was just the path into a dead end in physics.

For quantum mechanics something similar was done. QM can, according to the (still dominating) Copenhagen interpretation, not be visualized but only mathematically treated in a formal way referring also to certain principles and symmetries. Heisenberg made the acceptance of this view to a precondition for a successful physicist.

The fact that the physical world since 40 years faces the conflict between relativity (here GR) and quantum mechanics, under the heading Quantum Gravity, without any cognizable first sign of a solution, may be a consequence of these settings.

If we take relativity back to the physical path, using the approach of Lorentz for contraction and the detection of the Zitterbewegung by Dirac and Schrödinger to understand time dilation, then we not only find an easier understanding of special relativity, but also learn a lot about particle physics.

As further consequences, we understand the origin of mass (no need for a Higgs, which will not be detected) and learn, that gravity is not the force no. 4, but a side effect of other forces causing reflection processes to basic particles. And this also abolishes the problem of Quantum Gravity.

I want to point out that the results listed above are not merely philosophical ideas but provide correct quantitative results regarding special relativity, gravity, and particle mass.


Further information is available at the website: www.ag-physics.org
Keywords: physical processes, relativity, quantum mechanics, quantum gravity.
PACS number: 03.65.-w/04.60.-m

# MEASURING A ONE WAY LIGHT SPEED 

John Carroll<br>University of Cambridge, Centre for Advanced Photonics and Electronics, 9 J J Thomson Avenue, Cambridge, CB3 0FA, UK,

A novel method of measuring a one way light speed (OWLS) is proposed using standard equipment of frequency generators, laser pulse generators and oscilloscopes with periodic pulses going from A to B and also from B to A . The method can then inform B how long it has taken light pulses to reach B's laboratory from A and similarly A can establish how long the pulses have taken to come from B. The method is based on experimental work that actually used a very similar method to measure the relative speeds of photons and classical pulses. It is expected that with classical optical pulses, the method could measure the one way velocity to an accuracy better than 1 part in $10^{6}$.

Keywords: one way light speed, Michelson Morley experiment, classical pulses, photons, oscilloscope.

PACS number: 07.07.Hj/07.60.Ly

## I. INTRODUCTION

It is generally accepted that the result of the Michelson Morley experiment relies on the two way speed of light being invariant. In current forms of this experiment the constancy can be measured with remarkable accuracy[1]. There are also sophisticated measurements of the one way light speed (OWLS) again with a remarkable accuracy and constancy [1,2]. Never the less, there is still no universal agreement that the one way light speed is actually a fixed value of $c$ because there are both theories and experiments that suggest that $c$ can vary or appear to vary depending on the velocity of the frame of reference $[1,2,3,4,5,6]$. There are also varying views about the measurement of OWLS $[1,2,3,4]$. Indeed the references here are but a small sample and it is not the intention to give a review in this short contribution. Here, the paper is limited to describing a novel way of measuring OWLS with relatively straightforward apparatus of stable frequency sources, oscilloscopes and pulse generators. A slightly different version of this system was used to measure the relative speed of photons and classical pulses propagating along optical fibres [1], but the system was not invented with any initial intention that it would measure OWLS. The experiment, described below, is a proposal but is based closely on these previous experiments that worked well

## II. THE EXPERIMENTAL SETUP



Fig. 1 - Schematic Layout of experiment. Bob \& Alice both do the same experiment
The experiment to be described is to be carried out by the time honoured experimentalists, Bob and Alice. Figure 1 shows the apparatus schematically. Bob and Alice cannot agree on the relative settings of their clocks but they can agree that they always measure the same temporal intervals. So in their two laboratories they have set up identical optical sources and optical detectors which are known to be situated exactly $L$ metres apart. They each have identical stable frequency generators combined with a phase locking loop between the two identical generators. Their first task is to establish that they can phase lock their signal generators at a series of frequencies $F_{N}$ ranging say from $F_{\min }$ to $F_{\max } \sim 4 F_{\min }$. If signal generators are identical then from symmetry one expects the phase at each end of the phase locking link to be identical. Each signal generator is sending out and receiving a round trip signal. Simultaneity with periodic signals means that they have the same phase.

We digress here because phase is important. Phase is invariant to translation to different frames of reference. For example zero is always zero, and a maximum always a maximum. One can view phase as the position of a vector rotating around the axis Oz of propagation or translation rather like one hand of a clock whose shaft is pointed along Oz. If the phase hand points to 0 on the $360^{\circ}$ clock face in one frame, then moving with a different velocity does not alter the phase pointer: it remains at 0 . If symmetrical phase locking is achieved for the two signal generators then it is always symmetrical phase locking. We can check the symmetrical phase locking with the two signal generators close by and then move them far apart with confidence.

Figure 2 shows the phase locking process schematically on the extreme assumption that the phase velocities from $A$ to $B$ is not equal that from $B$ to $A$. The symmetry and periodicity means that it is not possible to say that $V_{A}$ lags $V_{B}$ or that $V_{B}$ lags $\mathrm{V}_{\mathrm{A}}$. So if we trigger an oscilloscope at the point when $\mathrm{dV}_{\mathrm{A}} / \mathrm{dt}$ is a maximum, it will with a periodic system be exactly the same phase as when $d V_{B} / d t$ is a maximum. A trigger pulse will appear every period, i.e. every $1 / F_{N}$ and each trigger pulse is as good as any other trigger pulse. This will be true for all the frequencies $F_{N}$ where symmetrical phase locking is achieved. This is then a frame invariant form of simultaneity that is available only to periodic systems. We will deal with asymmetrical phase locking shortly.


Fig. 2 - Schematic of symmetric phase locking with unequal propagation constants
Once Alice and Bob have established that they can find an appropriate set of phase locked frequencies $\left\{F_{N}\right\}$ they then set their signal generators to trigger their pulse generators and trigger their oscilloscopes so as to both send and receive periodic trains of optical pulses (say with pulse widths of a nanosecond or two $\ll 1 / F_{\max }$ ) with the same periods $1 / \mathrm{F}_{\mathrm{N}}$ as their phase locked frequency generators. We will concentrate on the measurements that Bob makes. Alice will simply duplicate these procedures in her own laboratory.


Fig. 3 Display on the oscilloscope
Bob connects his optical pulse detector to his oscilloscope, triggered from the phase locked signal generator. Bob sees at least one pulse arriving regularly from Alice and reads off the time $d_{N B}$ where the rising edge of the pulse is observed, the delay $d_{N B}$ being measured from the trigger time of the scope. Figure 3 shows schematically what he observes. The repetition of the incoming pulses is cycled through the set of agreed frequencies $F_{N}$ with Bob measuring the appropriate value of $d_{N B}$ and recording the sequence of frequencies and delays $\left\{F_{N}, d_{N B}\right\}$. A useful set should typically have 20 to 50 frequencies spread over a range where $F_{\max } / F_{\min } \sim 4$. The duration $2 T_{p}$ of the pulses (perhaps 1 or 2 ns ) is not important so long as $2 T_{p}<1 / \mathrm{F}_{\max }$ but the rise times need to be independent of $F_{N}$ and sharp enough to make reliable and precise ( $\sim 100 \mathrm{ps}$ ) measurements of the pulse's arrival time.

## III. ANALYSIS OF DATA

The analysis of these results is as follows. It is known that there is some time of flight $T_{A B}$ for the pulses to go from Alice's laser to Bob's detector over the distance $L$ kilometres. Now, as we have seen, with a phase locked system where the trigger is always at one phase point in Alice's system, then it is at the same phase point in Bob's system. With the periodic signals it is not possible to tell the difference between the
time of Alice's periodic trigger signal and the time of Bob's periodic trigger signal. For the duration of the experiment it is necessary that $T_{A B}$ is known to be constant. It is also necessary that the periodic pulses have a stable period $1 / F_{\mathrm{N}}$. Now what Bob can observe is that the front edge of an optical pulse arrives some time $d_{N B}$ after one of the periodic triggers. The time $T_{A B}$ has to be an exact integral number of periods $\mathrm{M}_{\mathrm{N}}$ plus the additional delay $d_{N B}$ measured on the oscilloscope:

$$
\begin{equation*}
T_{A B}=\mathrm{M}_{\mathrm{N}}\left(1 / F_{N}\right)+d_{N B} \tag{1}
\end{equation*}
$$

Here $\mathrm{M}_{\mathrm{N}}$ is known to be an integer although not known in its value. If one has chosen $T_{A B}$ correctly one finds that integer

$$
\begin{equation*}
\mathrm{M}_{\mathrm{N}}=\left(T_{A B}-d_{N B}\right) F_{N} \tag{2}
\end{equation*}
$$

Of course neither $T_{A B}$ nor $\mathrm{M}_{\mathrm{N}}$ are known. However Alice and Bob know the round trip time for their pulse and can have a good guess that $T_{A B}$ is somewhere around $T_{\text {roundrip }} / 2$. The following computer program is set up. An estimate or guess $T_{\text {est }}$ is made of $T_{A B}$.

$$
\begin{equation*}
\mathrm{R}_{\mathrm{N}}=\text { round to nearest integer }\left\{\left(T_{\text {est }}-d_{N B}\right) F_{N}\right\} \tag{3}
\end{equation*}
$$

Again it is stressed that in an exactly periodic system the temporal reference point can be taken to be the start of any cycle. The start of any cycle is as good a time reference as any other cycle. At the first estimate, it is most unlikely that the estimate is right. The error in the estimate gives rise to an error quantity:

$$
\begin{equation*}
E_{N}=\left(T_{e s t}-d_{N B}\right) F_{N}-\mathrm{R}_{\mathrm{N}} \tag{4}
\end{equation*}
$$

We consider all the different frequencies but retain the same value $T_{\text {est }}$.

$$
\begin{equation*}
\operatorname{Error}\left(T_{e s t}\right)=\mathrm{S}_{\mathrm{N}}\left|E_{N}\right| \tag{5}
\end{equation*}
$$

Now plot "Error" against a whole set of values " $T_{\text {est }}$ " and look for a minimum in "Error". If $T_{\text {est }}=T_{A B}$ then ideally with precise measurements one finds $\operatorname{Error}\left(T_{A B}\right)=0$. Of course the measurements are not infinitely precise so that one wishes to see what actually happens.

Figure. 4 shows the results of a synthesized run for a time of flight for a value of $T_{A B}$ of $100,103 \mathrm{~ns}$ or approximately 30 kilometres. Now for simplicity only ten frequencies have been chosen covering a range from 25 MHz to 100 MHz . The following synthesized data is created for a simulated measurement where $d_{N B}$ is measured accurately to the nearest 100ps. In Figure 3 [C] random errors up to $+/-250$ ps were included to demonstrate how robust the system is against random errors.

Table 1: dependence of delay $d_{N \mathrm{R}}$ from frequencies $F_{N}$

| $F_{N}$ <br> $(\mathrm{MHz})$ | $\mathbf{2 5 . 0}$ | $\mathbf{2 9 . 1}$ | $\mathbf{3 4 . 0}$ | $\mathbf{3 9 . 7}$ | $\mathbf{4 6 . 3}$ | $\mathbf{5 4 . 0}$ | $\mathbf{6 3 . 0}$ | $\mathbf{7 3 . 5}$ | $\mathbf{8 5 . 7}$ | $\mathbf{9 9 . 9}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d_{N \mathrm{R}}$ <br> $(\mathrm{ns})$ | $\mathbf{2 3 . 0}$ | $\mathbf{3 4 . 3}$ | $\mathbf{1 4 . 8}$ | $\mathbf{2 . 2}$ | $\mathbf{1 6 . 6}$ | $\mathbf{1 0 . 4}$ | $\mathbf{7 . 8}$ | $\mathbf{7 . 8}$ | $\mathbf{9 . 7}$ | $\mathbf{2 . 9}$ |

It can be seen from the examples of figure 3 that the correct time of flight shows up very clearly as a remarkably sharp dip in the minimum of "Error". The better the estimate of the time of flight the more accurately can one pin-point its true value. The more measurements, with different frequencies, also makes for a greater potential accuracy of the measurement. Figure 4C shows the range of error that the system exhibits for $+/-0.25$ ns errors in measuring the delays $d_{N B}$ : demonstrating robustness.



Fig. 4 - Example of a measurement showing ability to recover the time of flight.( synthesized data as in Table 1).

Now the elementary system was found experimentally not to work exactly in the way that is suggested by equation 1. Figure 5 shows a more full representation of the parameters. Because the oscilloscope triggers off a pulse edge and there is a centre of symmetry ( C of S ) and it is found that the effective temporal periodicity is not $1 / F_{N}$ but $1 / 2 F_{N}$.


Fig. 5-1lustrating the parameters that affect the detailed practical measurements
Similar arguments apply with phase locking. Figure 6 shows that one might have asymmetric mode locking so that there might be a phase difference of $180^{\circ}$ between the trigger at Alice and the trigger at Bob. But all this is going to do is to make the effective periodicity $1 / 2 F_{N}$ rather than $1 / F_{N}$.


Fig. 6-Asymmetric mode locking
One is now assured that the time of flight $T_{A B}$, less the delay $d_{N B}$, and less half the pulse width $T_{p}$ has to be an integral number of $1 / 2$ inter-pulse periods. The equations (1)-(3-4) have to be replaced by:

$$
\begin{gather*}
T_{A B}=\mathrm{M}_{\mathrm{N}}\left[1 / 2 F_{N}\right]+d_{N B}+T_{p}  \tag{6}\\
\mathrm{R}_{\mathrm{N}}=\text { round to nearest integer }\left\{\left(T_{\text {est }}-d_{N B}-T_{p}\right) 2 F_{N}\right\}  \tag{7}\\
E_{N}=\left(T_{\text {est }}-d_{N B}-T_{p}\right) 2 F_{N}-\mathrm{R}_{\mathrm{N}} \tag{8}
\end{gather*}
$$

The final error remains as in equation (5) but using equations (7) and (8). Results obtained are very similar to those of Figure 3.

## IV. BACK-BACK CORRECTION

There is one more correction to make to find the exact time of flight. The difficulty is that the time of flight through the electronics can be a significant number of nanoseconds and is hidden, at present, within the time of flight $T_{A B}$.

Because Bob has an exact replica of Alice's apparatus, he simply switches his system around to make a 'back-back' measurement as in Figure 7. Here the pulsed laser feeds 'directly' into the detector. If the detector is not to saturate, there may be some necessity for a neutral density filter (attenuator) that is sufficiently thin/short so as not to materially alter the time of flight. This new measurement will estimate the electronic time of flight which must then be subtracted from the original measurement $T_{A B}$ to obtain the true time of flight over the distance.


Fig. 7 - Back-Back measurements to eliminate time of flight through the electronic systems

However if all that one wishes to know is $T_{A B}-T_{B A}$ and Alice does exactly the same set of measurements as Bob, then back-back measurements need never be made. In fact the interesting result is that one finds the value:
( $T_{A B}-T_{B A}$ ) from processing the set $\left\{F_{N},\left(d_{N B}-d_{N A}\right)\right\}$
Here one only has to have a guess at the range of $\mathrm{t} \sim\left(T_{A B}-T_{B A}\right)$ that might be plausible and then t is the extent of the search range for $\left(T_{A B}-T_{B A}\right)_{\text {est. }}$.

## V. DISCUSSION

The most serious objection to this system is that the two frequency signal generators have to be phase locked in order that their two signals have a 'common' phase reference. This is a two way link. However it is accepted that the two way velocity is invariant so that the round trip phase change is invariant. Phase is an invariant under translation and the same phase is the signature of simultaneity for periodic systems. Phase locked periodic systems then by their construction have a common phase reference which for periodic systems means 'simultaneity'.

It is of interest to record that this periodic system was invented to ensure that one could measure single photons and classical pulses in exactly the same way and demonstrate that single photons and classical pulses travelled with the same velocity along a fibre [14]. With that system there was of course only a single frequency generator (a synthesizer) and one pulse generator. There was no need for a phase locked loop. The data processing for both single photons and classical pulses was identical to the data processing given here. The same pulsed laser source was used for classical as well as for single photons so that the photons and classical particles came from the same spread of optical frequencies. The single photon regime was approximated by attenuating the light from the laser so as to ensure that on average there was no more than one photon per 20 pulses that were received. The probability of two photons in any one pulse was then negligible. For single photons the photo-detector and oscilloscope were replaced with a single photon avalanche detector together with an appropriate digital display. The back-back measurements were important because the 'time of flight' through the electronics for the single photon measurements was distinctly different, by several nanoseconds, from the 'time of flight' through the photo-detector and oscilloscope amplifiers. The system was able to achieve reliable and repeatable results of measuring times of flight to an accuracy of $+/-0.2 \mathrm{~ns}$ in $30,000 \mathrm{~ns}$. The error was substantially caused by an inability to measure sufficiently precise times of arrival, and the time of flight (i.e length of fibre) was limited by attenuation in the fibre. With purely classical pulses and optimised fibre, substantially longer distances could be envisaged with perhaps an accuracy of $+/-0.2 \mathrm{~ns}$ in $100,000 \mathrm{~ns}$.

Those who actually believe that there is evidence that the velocity of light changes $\{$ for example by factors $\sim[1+/-(v / c)]$ dependent on the direction and velocity v of a travelling system $\}$ will note that the method, unless refined further, will probably require $v$ to be larger than $1 \mathrm{~km} / \mathrm{s}$ to falsify or confirm their theories. The actual experiments on photons and classical pulses were performed with coils of fibre so that there was never any intention to make an OWLS measurement. Such a measurement requires two remote laboratories, situated ideally on an east to west line, connected by a stretch of optical fibre, or a clear line of sight.

In conclusion it has been shown how two experimenters with identical equipment of stable frequency sources and pulse generators might make simultaneous OWLS measurements from A to B or from B to A which can then be compared. From
experimental work done previously with stable frequency synthesizers and where arrival times of optical pulses could be measured to about 100 ps accuracy then it is expected that one could measure the one way light speed to an accuracy that was around 1 part in $10^{6}$. Improving on this accuracy requires sufficiently stable and precise frequency sources that can be phase locked and also an ability to measure arrival times of optical pulses to much better than 100 ps achieved previously.
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## FROM LOCAL TO GLOBAL RELATIVITY

Tuomo Suntola, www.sci.fi/~suntola

Newtonian physics is local by its nature. No local frame is in a special position in space. There are no overall limits to space or to physical quantities. Newtonian space is Euclidean until infinity, and velocities in space grow linearly as long as there is a constant force acting on an object. Finiteness of physical quantities was observed for about 100 years ago - first as finiteness of velocities.

The theory of relativity introduces a mathematical structure for the description of the finiteness of velocities by modifying the coordinate quantities, time and distance for making the velocity of light appear as the maximum velocity in space and an invariant for the observer. Like in Newtonian physics, no local frame, or inertial observer, is in a special position in space. Friedman-Lemaître-RobertsonWalker (FLRW) metrics derived from the general theory of relativity predicts finiteness of space if a critical mass density in space is reached or exceeded.

In the Dynamic Universe approach space is described as the threedimensional surface of a four-dimensional sphere. Finiteness of physical quantities in DU space comes from the finiteness of total energy in space - finiteness of velocities is a consequence of the zero-energy balance, which does not allow velocities higher than the velocity of space in the fourth dimension. The velocity of space in the fourth dimension is determined by the zero-energy balance of motion and gravitation of whole space and it serves as the reference for all velocities in space. Relativity in DU space means relativity of local to the whole - relativity is a measure of locally available share of the primary rest energy, the rest energy of the object in hypothetical homogeneous space. Atomic clocks in fast motion or in high gravitational field do not lose time because of slower flow of time but because part of their energy is bound into interactions in space. There is no space-time linkage in the Dynamic Universe; time is universal and the fourth dimension is metric by its nature. Local state of rest in DU space is the zero-momentum state in a local energy frame which is linked to hypothetical homogeneous space via a chain of nested energy frames.

Predictions for local phenomena in DU space are essentially the same as the corresponding predictions given by special and general theories of relativity. At extremes, at cosmological distances and in the vicinity of local singularities differences in the predictions become meaningful. Reasons for the differences can be traced back to the differences in the basic assumptions and in the structures of the two approaches.

Keywords: Friedman-Lemaître-Robertson-Walker, general relativity, atomic clocks, dynamic universe, local energy frame.

## I. Introduction

In its basic approach modern physics relies on Galilean and Newtonian tradition of connecting observer, observation and a mathematical description of the observation. Orientation to observations required the definition of observer's position and the state of rest. Newton's great breakthrough was the equation of motion, which linked acceleration to the mass of the accelerated object and thus defined the concept of force. The linkage of force to acceleration allowed the definition of gravitation as a force resulting in the acceleration of a falling object which allowed a physical interpretation of Kepler's laws of the motion of celestial bodies.

Newtonian physics is local by its nature. No local frame is in a special position in space. There are no overall limits to space or to physical quantities. Newtonian space is Euclidean until infinity, time is absolute without start or end, and velocities grow linearly as long as there is a constant force acting on an object. Velocities in Newtonian space summed up linearly without limitations.

The success of Newtonian physics led to a well-ordered mechanistic picture of physical reality. The nice Newtonian picture dominated until observations on the velocity of light in late $19^{\text {th }}$ century when it turned out that the observer's velocity did not add the velocity of light which looked like an upper limit to all velocities.

In the theory of relativity the finiteness of velocities was solved by postulating the velocity of light as an invariant and the maximum velocity for any observer. In the theory of relativity, finiteness of velocities is described by linking time to space to form four-dimensional spacetime, which defines spacetime interval $d s=c \cdot d \tau$ as an invariant equal to the product of the velocity of light and the differential of proper time $\tau$. The invariance of the proper time relies on relativity principle which requires nature laws to look the same for any observer independent of his state of motion or gravitation. In the framework of relativity theory, clocks in a high gravitational field and in fast motion conserve the local proper time but lose coordinate time related to time measured by a clock at rest in zero gravitational field. Like in Newtonian space, gravitation and motion in relativistic space are linked by equivalence principle equalizing inertial acceleration and gravitational acceleration. General appearance of relativistic space is derived assuming uniform distribution of mass at cosmological distances. Due to the local nature of the relativity theory, relativistic space conserves the gravitational energy and dimensions of local gravitational systems. The expansion of relativistic space occurs as "Hubble flow" in empty space between the local systems - probably speeded up by dark energy with gravitational push.

The need for relativity theory came from the observed finiteness of velocities and the unique property of the velocity of light as being insensitive to the velocity of the observer. The solution of modifying time and distance limit velocities in the spirit of relativity principle, but it does not account for the physical basis of such limitation. In specific areas of physics like in thermodynamics and quantum mechanics the system studied is specified by boundary conditions, the total energy of the system and a possible energy exchange from and to the system. Energy has been generally accepted as a primary conservable in closed systems.

Is there a way of studying whole space as a closed energy system and derive interactions and local limitations from the conservation of total energy in space?
In his lectures on gravitation in early 1960's Richard Feynman [1] stated:
"If now we compare this number (total gravitational energy $M_{\Sigma}{ }^{2} G / R$ ) to the total rest energy of the universe, $M_{\Sigma} c^{2}$, lo and behold, we get the amazing result that $G M_{\Sigma}^{2} / R=M_{\Sigma} c^{2}$, so that the total energy of the universe is zero. - It is exciting to think that it costs nothing to create a new particle, since we can create it at the center of the universe where it will have a negative gravitational energy equal to $M_{\Sigma 1} c^{2}$. Why this should be so is one of the great mysteries-and therefore one of the important questions of physics. After all, what would be the use of studying physics if the mysteries were not the most important things to investigate".
and further [2]
"...One intriguing suggestion is that the universe has a structure analogous to that of a spherical surface. If we move in any direction on such a surface, we never meet a boundary or end, yet the surface is bounded and finite. It might be that our three-dimensional space is such a thing, a tridimensional surface of a four sphere. The arrangement and distribution of galaxies in the world that we see would then be something analogous to a distribution of spots on a spherical ball."

Once we adopt the idea of the fourth dimension with metric nature, Feynman's findings open up the possibility of a dynamic balance of space: the rest energy of matter is the energy of motion mass in space possesses due to the motion of space in the direction of the radius of the 4 -sphere. Such a motion is driven by the shrinkage force resulting from the gravitation of mass in the structure. Like in a spherical pendulum in the fourth dimension, contraction building up the motion towards the center is followed by expansion releasing the energy of motion gained in the contraction.

The Dynamic Universe approach [3-9] is just a detailed analysis of combining Feynman's "great mystery" of zero-energy space to the "intriguing suggestion of spherically closed space" by the dynamics of a four-sphere. The Dynamic Universe is a holistic model of physical reality starting from whole space as a spherically closed zero-energy system of motion and gravitation. Instead of extrapolating the cosmological appearance of space from locally defined field equations, locally observed phenomena are derived from the conservation of the zero-energy balance of motion and gravitation in whole space. The energy structure of space is described in terms of nested energy frames starting from hypothetical homogeneous space as the universal frame of reference and proceeding down to local frames in space. Time is decoupled from space - the fourth dimension has a geometrical meaning as the radius of the sphere closing the threedimensional space.

In the Dynamic Universe, finiteness comes from the finiteness of the total energy in space - finiteness of velocities in space is a consequence of the zero-energy balance, which does not allow velocities higher than the velocity of space in the fourth dimension. The velocity of space in the fourth dimension is determined by the zero-energy balance of motion and gravitation of whole space and it serves as the reference for all velocities in space.

The total energy is conserved in all interactions in space. Motion and gravitation in space reduce the energy available for internal processes within an object. Atomic clocks in fast motion or in high gravitational field in DU space do not lose time because of slower flow of time but because they use part of their total energy for kinetic energy and local gravitation in space.

Relativity in Dynamic Universe does not need relativity principle, equivalence principle, Lorentz transformation, or postulation of the velocity of light. By equating the integrated gravitational energy in the spherical structure with the energy of motion created by momentum in the direction of the 4 -radius we enter into zero-energy space with motion and gravitation in balance. Total energy of gravitation in spherically closed space is conserved in mass center buildup via local tilting of space which converts part of the gravitational interaction in the fourth dimension to gravitational interaction in a space direction and part of the velocity of space into velocity of free fall towards the local mass center created.

Relativity in Dynamic Universe means relativity of local to whole. Local energy is related to the total energy in space. As consequences, local velocities become related to the velocity of space in the fourth dimension and local gravitation becomes related to the total gravitational energy in space. Expansion of space occurs in a zero-energy balance of motion and gravitation. Local gravitational systems expand in direct proportion to the expansion of whole space.

The Dynamic Universe model allows a unified expression of energies and shows mass as wavelike substance for the expression of energies both in localized mass objects, in electromagnetic radiation, and Coulomb systems. The late 1800's great mystery of the invariance of the velocity of light in moving frames disappears as soon as we observe the momentum of radiation, not only the velocity. The momentum of radiation caught to a moving frame is changed due to the Doppler shift of frequency, not due to a change in velocity as observed in the case of catching mass objects to a moving frame. Equal Doppler change of wavelength and cycle time in detected radiation conserves the phase velocity but at a changed momentum.

## II. GLOBAL APPROACH TO FINITENESS AND RELATIVITY

## II. A. Space as spherically closed energy structure

In the Dynamic Universe model a global approach to finiteness relies on the description of space as a closed energy system with potential energy and the energy of motion in balance. The structure closing the three dimensional space with minimum potential (gravitational) energy is the "surface" of a four dimensional sphere. Zero-energy balance in spherically closed space is obtained via interplay of the energies of motion and gravitation in the structure - in a contraction phase the energy of gravitation is converted into the energy of motion - in an expansion phase the energy of motion gained in the contraction is released back to the energy of gravitation, Fig. 2.1-1. In the contraction, space as a four-dimensional sphere releases volume and gains velocity. In the expansion, space releases velocity and gains volume.

Mathematically, the zero-energy dynamics of spherically closed space is expressed as

$$
\begin{equation*}
E_{\text {rest (tot) }}+E_{\text {global(tot) }}=M_{\Sigma} c_{0}^{2}-\frac{G M^{\prime \prime}}{R_{0}} M_{\Sigma}=0 \tag{2.1:1}
\end{equation*}
$$

where $G$ is the gravitational constant, $M_{\Sigma}$ is the total mass in space, $M^{\prime \prime}=0.776 \cdot M_{\Sigma}$ is the mass equivalence of the total mass (when concentrated into the center of the 4sphere), $R_{0}$ is the radius of the 4 -sphere, and $c_{0}$ is the velocity of contraction or expansion

$$
\begin{equation*}
c_{0}= \pm \sqrt{\frac{G M^{\prime \prime}}{R_{0}}}= \pm \sqrt{\frac{0.776 \cdot G \rho 2 \pi^{2} R_{0}^{3}}{R_{0}}}= \pm 1.246 \cdot \pi R_{0} \sqrt{G \rho} \tag{2.1:2}
\end{equation*}
$$

where $\rho$ is the mass density in space.
The contraction and expansion of spherically closed space is the primary energy buildup process creating the rest energy of matter as the complementary counterpart to the global gravitational energy.


Energy of gravitation

Figure 2.1-1. Energy buildup and release in spherical space. In the contraction phase, the velocity of motion increases due to the energy gained from release of gravitation. In the expansion phase, the velocity of motion gradually decreases, while the energy of motion gained in contraction is returned to gravity.
1)The inherent gravitational energy is defined in homogeneous 3-dimensional space as Newtonian gravitational energy

$$
\begin{equation*}
E_{g(0)}=-\rho m G \int_{V} \frac{d V(r)}{r} \tag{2.1:3}
\end{equation*}
$$

where $G$ is the gravitational constant, $\rho$ is the density of mass, and $r$ is the distance between $m$ and $d V$. Total mass in homogeneous space is

$$
\begin{equation*}
M_{\Sigma}=\rho \int d V=\rho V \tag{2.1:4}
\end{equation*}
$$

In spherically closed homogeneous 3-dimensional space the total mass is

$$
M_{\Sigma}=\rho \cdot 2 \pi^{2} R_{0}^{3}
$$

where $R_{0}$ is the radius of space in the fourth dimension.
2)The inherent energy of motion is defined in environment at rest as the product of the velocity and momentum

$$
\begin{equation*}
E_{m(0)}=v|\mathbf{p}|=v|m \mathbf{v}|=m v^{2} \tag{2.1:5}
\end{equation*}
$$

The last form of the energy of motion in (2.1:5) has the form of the first formulation of kinetic energy, vis viva, "the living force" suggested by Gottfried Leibniz in late 1600's [4].

The contraction - expansion process of space is assumed to take place in environment at rest, the underlying 4-dimensional universe. Accordingly, mass at rest in hypothetical homogeneous space has the inherent energy of motion

$$
\begin{equation*}
E_{m(0)}=c_{0}\left|\mathbf{p}_{0}\right| \tag{2.1:6}
\end{equation*}
$$

where $c_{0}$ is the velocity of space in the direction of the 4 -radius, the fourth dimension. Velocity $c_{0}$ is conserved in all interactions in space. Locally, for the conservation of total gravitational energy, mass center buildup results in local tilting of space which converts momentum $\mathbf{p}_{0}$ into orthogonal components $\operatorname{PIm}(\phi)$ and $\mathbf{p R e}(\phi)$


Figure 2.1-2. Conservation of the total energy of motion and gravitation in free fall towards a local mass center in space.

$$
\begin{equation*}
E_{m(\phi), \text { total }}=c_{0}\left|\mathbf{p}_{0}\right|=c_{0}\left|\mathbf{p}_{\operatorname{Im}(\phi)}+\mathbf{p}_{\mathrm{Re}(\phi)}\right|=c_{0}\left|\mathbf{p}_{\text {rest }(\phi)}+\mathbf{p}_{f f(\phi)}\right| \tag{2.1:7}
\end{equation*}
$$

which shows that the buildup of kinetic energy in free fall is achieved against reduction of the local rest energy

$$
\begin{equation*}
E_{\text {kin }(f f)}=c_{0}\left|\mathbf{p}_{\operatorname{rest}(0)}-\mathbf{p}_{\operatorname{rest}(f)}\right|=c_{0}\left|m \mathbf{c}_{0}-m \mathbf{c}\right|=c_{0} m \Delta c \tag{2.1:8}
\end{equation*}
$$

where the local velocity of light, which is equal to the velocity of space in the local fourth dimension is denoted as $c$, Fig. 2.1-2. The reduction of the global gravitational energy in tilted space is equal to the gravitational energy removed from the global spherical symmetry in homogeneous space

$$
\begin{equation*}
E_{g(\mathrm{~m} \phi)}=E_{\left.g\left(\mathrm{~m}_{0}\right)\right)}(1-\delta) \tag{2.1:9}
\end{equation*}
$$

where $\delta$ is denoted as the local gravitational factor

$$
\begin{equation*}
\delta=\frac{G M}{r_{0}} / \frac{G M^{\prime \prime}}{R_{4}}=\frac{G M}{c_{0}^{2} r_{0}}=1-\cos \phi \tag{2.1:10}
\end{equation*}
$$

where $r 0$ is the distance of $m$ from the local mass center $M$ in the direction of nontilted space. Tilting of local space in the vicinity of a local mass center means also reduction of the local velocity of light

$$
\begin{equation*}
c_{\text {local }}=c=c_{0} \cos \phi=c_{0}(1-\delta) \tag{2.1:11}
\end{equation*}
$$

which together with the increased distance along the dent in space is observed as the Shapiro delay and the deflection of light passing a mass center in space. In real space mass center buildup occurs in several steps leading to a system of nested gravitational frames, Fig. 2.1.-3.

Apparent homogeneous space


Figure 2.1-3. Space in the vicinity of a local frame, as it would be without the mass center, is referred to as apparent homogeneous space to the local gravitational frame. Accumulation of mass into mass centers to form local gravitational frames occurs in several steps. Starting from hypothetical homogeneous space, the "first-order" gravitational frames, like $M_{1}$ in the figure, have hypothetical homogeneous space as the apparent homogeneous space to the frame. In subsequent steps, smaller mass centers may be formed within the tilted space around in the "first order" frames. For those frames, like $M_{2}$ in the figure, space in the $M_{1}$ frame, as it would be without the mass center $M_{2}$, serves as the apparent homogeneous space to frame $M_{2}$.

For each gravitational frame the surrounding space appears as apparent homogeneous space which serves as the closest reference to the global gravitational energy and the velocity of light in the local frame. Through the system of nested gravitational frames the local velocity of light is related to the velocity of light in hypothetical homogeneous space as

$$
\begin{equation*}
c_{n}=c=\prod_{i=1}^{n} c_{0} \cos \phi \tag{2.1:12}
\end{equation*}
$$

The momentum of an object at rest in a gravitational state is the rest momentum in the direction of the local fourth dimension, the local imaginary direction.

Buildup of motion in a fixed gravitational state requires insert of mass via momentum in a space direction. The total energy of an object in motion comprises the components of the momentum in the imaginary direction and a space direction

$$
\begin{equation*}
E_{m(t o t)}=c_{0}\left|\mathbf{p}_{\text {oto }}\right|=c_{0}\left|m \mathbf{c}_{\mathrm{Im}}+\mathbf{p}_{\mathrm{Re}}\right|=c_{0} \sqrt{(m c)^{2}+p^{2}}=c_{0}(m+\Delta m) c \tag{2.1:13}
\end{equation*}
$$

and the corresponding kinetic energy

$$
\begin{equation*}
E_{m(t o t)}-E_{\text {rest }}=c_{0} \Delta m \cdot c \tag{2.1:14}
\end{equation*}
$$

A detailed analysis of the conservation of total energy of motion shows that the buildup of momentum in space reduces the rest momentum of the object in motion as

$$
\begin{equation*}
E_{\operatorname{rest}(n)}=E_{\operatorname{rest}(0)} \prod_{i=1}^{n} \sqrt{1-\beta_{i}^{2}}=c_{0} m_{0} c \prod_{i=1}^{n} \sqrt{1-\beta_{i}^{2}}=c_{0} m c \tag{2.1:15}
\end{equation*}
$$

where $m$ is the mass, the substance for the expression of energy, available for the object in motion at velocities $\beta_{i}=v_{i} / c_{i}$ in the system of $n$ nested frames, Fig. 2.1-4. Local velocity of space in the fourth dimension is not affected by the motion of an object. Accordingly, the square root term in (2.1:15) means a reduction of the rest mass of the moving object, which also means equal reduction in the global gravitational energy $\operatorname{Eg}, \operatorname{Im}(\mathrm{n})$ of the moving object

$$
\begin{equation*}
m=m_{0} \prod_{i=1}^{n} \sqrt{1-\beta_{i}^{2}} \tag{2.1:16}
\end{equation*}
$$

Combining the effects of motion and gravitation on the rest energy of an object in the $n$ :th frame results

$$
\begin{equation*}
E_{\operatorname{rest}(n)}=E_{\operatorname{rest}(0)} \prod_{i=1}^{n}\left(1-\delta_{i}\right) \sqrt{1-\beta_{i}^{2}}=c_{0} m c \tag{2.1:17}
\end{equation*}
$$

where $c$ is the local velocity of light (2.1:12), which is a function of the gravitational state, and $m$ is the locally available rest mass (2.1:16), which is a function of the motions of the object.


Figure 2.1-4. Reduction of the imaginary momentum (rest momentum) due to motion in space in nested energy frames. (a) Mass $m$ is at rest in homogeneous space. (b) Frame 1 is moving at velocity $\beta_{I}=v_{I} / c$ in homogeneous space; momentum $\mathbf{p}_{\operatorname{Im}(0)}$ is turned to the direction of total momentum with component $\mathbf{p}_{\operatorname{Re}(1)}$ in space (in the direction Re-axis). (c)
Frame $n$ is moving at velocity $\beta_{n}=v_{n} / c$ in frame $1 ;$ momentum $\mathbf{p}_{\operatorname{Im}(1)}$ is turned to the direction of total momentum with component $\mathbf{p}_{\mathrm{Re}(2)}$ in a space direction (in the direction Re-axis).

In the DU framework the energy of a quantum of radiation appears as the unit energy carried by a cycle of radiation [6]

$$
\begin{equation*}
E_{\lambda}=c_{0} \frac{h_{0}}{\lambda} c=c_{0} m_{\lambda} c=c_{0}\left|\mathbf{p}_{\lambda}\right| \tag{2.1:18}
\end{equation*}
$$

where $h_{0} \equiv h / c$ is referred to as intrinsic Planck constant which is solved from Maxwell's equation, by observing that a point emitter in DU space which is moving at velocity $c$ in the fourth dimension can be regarded as one-wavelength dipole in the fourth dimension. Such a solution shows also that the fine structure constant $\alpha$ is a purely numerical or geometrical factor without linkage to any physical constant. The quantity $h_{0} / \lambda \equiv m_{\lambda}[\mathrm{kg}]$ in (2.1:18) is referred to as the mass equivalence of radiation. Equally, Coulomb energy is expressed in form

$$
\begin{equation*}
E_{C}=\frac{e^{2} \mu_{0}}{2 \pi r} c_{0} c=\alpha \frac{h_{0}}{2 \pi r} c_{0} c=c_{0} m_{C} c \quad ; \quad \Delta E_{C}=c_{0} c \cdot \Delta m_{C} \tag{2.1:19}
\end{equation*}
$$

where $\alpha$ is the fine structure constant and the quantity $\alpha \cdot h_{0} / 2 \pi r \equiv m_{C}$ is the mass equivalence of Coulomb energy.

Equations (2.1:17-19) give a unified expression of energies which is essential in a detailed energy inventory in the course of the expansion of space and in interactions within space. The zero-energy concept in the Dynamic Universe follows bookkeeper's logic - the accounts for the energy of motion and potential energy are kept in balance throughout the expansion and within any local frame in space.

The linkage between mass and wavelength or mass and wave number applies in both ways. The expression of mass in terms of the wavelength and wave number equivalences is

$$
\begin{equation*}
m=\frac{h_{0}}{\lambda_{m}}=\hbar_{0} k_{m} \tag{2.1:20}
\end{equation*}
$$

which allows the expression of the total energy of motion or the DU equivalence of the "energy four-vector" in form
$c_{0}^{2} c^{2} E_{m(\text { total })}^{2}=\left(c_{0} m c\right)^{2}+\left(c_{0} p\right)^{2}=c_{0}^{2} c^{2} \cdot \hbar_{0}^{2}\left(k_{\operatorname{lm}(0)}^{2}+k_{\operatorname{Re}(\beta)}^{2}\right)=c_{0}^{2} c^{2} \hbar_{0}^{2} k_{\phi(\beta)}^{2}$
or

$$
\begin{equation*}
k_{\operatorname{lm}(0)}^{2}+k_{\operatorname{Re}(\beta)}^{2}=k_{\phi(\beta)}^{2} \tag{2.1:22}
\end{equation*}
$$

where
$k_{\operatorname{Im}(0)}=\frac{m}{\hbar_{0}}, \quad k_{\operatorname{Re}(\beta)}=\frac{\beta}{\sqrt{1-\beta^{2}}} \frac{m}{\hbar_{0}}$, and $\quad k_{\phi(\beta)}=\frac{1}{\sqrt{1-\beta^{2}}} \frac{m}{\hbar_{0}}$

Figure 2.1-5. Complex plane presentation of the energy four-vector in terms of mass waves given in equation (2.1:22).

## II.B. Relativity as the measure of locally available energy

Relativity in Dynamic Universe is observed as relativity of locally available rest energy to the rest energy the object has at rest in hypothetical homogeneous space. Relativity in Dynamic Universe is a direct consequence of the conservation of the total energy in interactions in space. It does not rely on relativity principle, spacetime, the equivalence principle, Lorentz covariance, or the invariance of the velocity of light but just on the zero-energy balance of space.

The linkage of local and global is a characteristic feature of the Dynamic Universe. There are no independent objects in space - all local objects are linked to the rest of space.

The whole in the Dynamic Universe is not composed as the sum of elementary units - the multiplicity of elementary units is a result of diversification of the whole.

The rest energy that mass $m$ possesses in the $n$ :th energy frame is

$$
\begin{equation*}
E_{\text {rest }}=c_{0}|\mathbf{p}|=c_{0} m c=m_{0} c_{0}^{2} \prod_{i=1}^{n}\left(1-\delta_{i}\right) \sqrt{1-\beta_{i}^{2}} \tag{2.2:1}
\end{equation*}
$$

where $c_{0}$ is the velocity of light in hypothetical homogeneous space, which is equal to the velocity of space in the direction of the 4 -radius $R_{0}$. Momentum $\mathbf{p}$ in (2.2:1) is referred to as the rest momentum which appears in the local fourth dimension. The factors $\delta_{i}=G M_{i} / c^{2}$ and $\beta_{i}=v_{i} / c_{i}$ are the gravitational factor and the velocity factor relevant to the local frame, respectively. On the Earth, for example, the gravitational factors define the gravitational state of an object on the Earth, the gravitational state of the Earth in the solar frame, the gravitational state of the solar frame in the Milky Way frame, etc. The velocity factors related to an object on Earth comprise the rotational velocity of the Earth and the orbital velocities of each sub-frame in each one's parent frame.

An important message of equation (2.2:1) is that the effects of motion and gravitation on the rest energy of an object are different: motion at constant gravitational potential in a local frame releases part of the rest mass into the buildup of momentum in space - free fall in local gravitational field reduces the local rest momentum by reducing the velocity of space in the local fourth dimension via tilting of space.

Also, the buildup of kinetic energy (see equations 2.1:8 and 2.1:14) is different in inertial acceleration and in gravitational acceleration. Kinetic energy can be generally expressed as

$$
\begin{equation*}
E_{\text {kin }}=c_{0}|\Delta \mathbf{p}|=c_{0}(c|\Delta m|+m|\Delta c|) \tag{2.2:2}
\end{equation*}
$$

where the first term shows the insert of mass in inertial acceleration and the second term shows the reduction of the velocity in space in the local fourth dimension. The first term is essentially equal to the kinetic energy in special relativity, the second term does not have direct counterpart in relativity theory which equalizes the effects of gravitational acceleration and inertial acceleration by the equivalence principle.

Equation (2.2:2) shows that the locally available rest energy is a function of the gravitational state, and the velocity of the object studied. Substituting (2.2:1) for the rest energy of electron in Balmer's equation the characteristic frequency related to an energy transition in atoms obtains the form

$$
\begin{equation*}
f_{\text {local }}=f_{0} \prod_{i=1}^{n}\left(1-\delta_{i}\right) \sqrt{1-\beta_{i}^{2}}=f_{n-1}\left(1-\delta_{n}\right) \sqrt{1-\beta_{n}^{2}} \tag{2.2:3}
\end{equation*}
$$

where frequency $f_{n}-1$ is the characteristic frequency of the atom at rest in apparent homogeneous space of the local the local frame. The last form of equation (2.2:3) is essentially equal to the expression of coordinate time frequency on Earth, or Earth satellite clocks in the GR framework. The physical message of (2.2:3) is that "the greater is the energy used for motions and gravitational interactions in space the less energy is left for running internal processes".

The Dynamic Universe links the energy of any localized object to the energy of whole space. Relativity in Dynamic Universe means relativity of local to the whole. At the cosmological scale an important consequence of the linkage between local space and whole space is that local gravitational systems grow in direct proportion to the expansion of space, thus, together with the spherical symmetry explaining the observed Euclidean appearance and surface brightnesses of galaxies in space. The magnitude versus redshift relation of a standard candle in the DU framework is in an accurate agreement with observations without assumptions of dark energy or any free parameter. Moreover, the zero-energy balance in the DU leads to stable orbits down to the critical radius in the vicinity of local singularities in space.

## III. COMPARISON OF LOCAL AND GLOBAL RELATIVITY

## III.A. Definitions and basic quantities

Table 3.1-I gives a comparison of some fundamental quantities of relativity as described by special and general relativity and in the Dynamic Universe. The primary conservable in the DU framework is mass as wavelike substance for the expression of energy. Basic physical quantities are momentum and the energies of motion and gravitation, which are primarily defined in hypothetical homogeneous space. Force in the DU is a derived quantity as the negative of the gradient of energy. Electromagnetic energy is linked to mass via the mass equivalence of Coulomb energy and a cycle of radiation.

Differences between the two approaches result from the basic choice: - In the framework of relativity theory finiteness in space is described in terms of modified coordinate quantities, which makes time and distance functions of velocity and the gravitational environment. The effect of gravitation relies on equivalence principle which links the acceleration in gravitational field to the inertial acceleration in the absence of gravitational field. Local rest energy is independent of the motion and gravitational environment of an objects.

- In the framework of Dynamic Universe finiteness in space is described as finiteness of total energy, which makes the locally available rest energy a function of energy reserved by motion and gravitation in space - via the velocity and gravitational potential of the local frame in its parent frames. Time and distance are universal in the DU.

In the SR\&GR framework the velocity of light is constant by definition and the buildup of kinetic energy is described in terms of increase of effective mass - equally in the case of inertial acceleration in the absence of gravitational field and the case of free fall in gravitational field.

In the DU framework the buildup of kinetic energy is different in the case of acceleration via mass insert at constant gravitational potential and in acceleration via free fall in gravitational field. The physical meaning of the mass insert is demonstrated by the concept of mass equivalence, e.g. acceleration of a charged mass object in Coulomb field releases Coulomb energy in terms of a reduction of the mass equivalence as shown in equation (2.1:19). In the case of free fall in local gravitational field the buildup of kinetic energy occurs via tilting of local space against reduction of the local rest energy via a reduction of the velocity of space in the local fourth dimension, Table 3.1-I(4).

In the DU framework a point source of electromagnetic radiation can be studied as one-wavelength dipole in the fourth dimension. Solving the energy emitted by a dipole in an oscillation cycle results

$$
\begin{equation*}
E_{\lambda(0)}=\frac{P}{f}=\frac{N^{2} e^{2} z_{0}^{2} \mu_{0} 16 \pi^{4} f^{4}}{12 \pi c f}=N^{2}\left(\frac{z_{0}}{\lambda}\right)^{2} A \cdot 2 \pi^{3} e^{2} \mu_{0} c \cdot f \tag{3.1:1}
\end{equation*}
$$

For a point source with a singe unit charge $\left(z_{0}=\lambda, N=1\right)$ the energy emitted in one cycle is the quantum

$$
\begin{equation*}
E_{\lambda(0)}=A_{0} \cdot 2 \pi^{3} e^{2} \mu_{0} c_{0} \cdot f=h_{0} c_{0} \cdot f=\hbar_{0} k \cdot c c_{0}=c_{0} m_{\lambda} c \quad(=h f) \tag{3.1:2}
\end{equation*}
$$

where $k$ is the wave number $k=2 \pi / \lambda$ and the quantity $\hbar_{0} k$ has the dimension of mass [kg]. Factors $A$ and

|  | Local relativity (SR\&GR) | Global relativity (DU) |
| :---: | :---: | :---: |
| 1) What is primarily finite in space? | Velocity | Total energy |
| 2) Description of finiteness | $\begin{aligned} & d t^{\prime}=d t \sqrt{1-\beta^{2}} \\ & d r^{\prime}=d r / \sqrt{1-\beta^{2}} \end{aligned}$ | $E_{\text {total }}=M_{\Sigma} c_{0}^{2}-\frac{G M^{\prime \prime}}{R_{0}} M_{\Sigma}=0$ |
| 3) The velocity of light | $c \equiv$ constant by definition | The velocity of light is determined by the velocity of space in the fourth dimension, and the local tilting of space $c=c_{0} \prod_{i=1}^{n}\left(1-\delta_{i}\right)=c_{0} \prod_{i=1}^{n} \cos \phi_{i}$ |
| 3) Rest energy of mass $m$ $(\beta=v / c)$ | $E_{\text {rest }}=m c^{2}$ | $E_{\text {rest }}=m_{0} c_{0}^{2} \prod_{i=1}^{n}\left(1-\delta_{i}\right) \sqrt{1-\beta_{i}^{2}}$ |
| 4) Kinetic energy $\begin{aligned} & \left(\Delta m=m\left[1 / \sqrt{1-\beta^{2}}-1\right]\right) \\ & \left(\Delta c=c_{0} \delta=\frac{G M}{r_{0} c_{0}}\right) \end{aligned}$ | $E_{k i n}=\Delta m c^{2}$ | $E_{\text {kin }}=c_{0}\|\Delta \mathbf{p}\|=c_{0}(c\|\Delta m\|+m\|\Delta c\|)$ |
| 5) Planck constant | $h \equiv$ constant $\left[\mathrm{kgm}^{2} / \mathrm{s}\right]$ | Solved from Maxwell's equations as the unit energy of a cycle of $\left\lvert\, \begin{aligned} & \text { radiation } \\ & h_{0}=1.1049 \cdot 2 \pi^{3} e^{2} \mu_{0}\left(=\frac{h}{c}\right) \end{aligned}\right.$ |
| 6) Quantum of radiation | $E=h v$ | $\begin{aligned} & E_{\lambda(0)}=\frac{h_{0}}{\lambda} c_{0} c=\hbar_{0} k c_{0} c=c_{0} m_{\lambda(0)} c \\ & m_{\lambda}=\text { mass equivalence of wave } \end{aligned}$ |
| 7) Fine structure constant $\alpha$ | $\alpha \equiv \frac{e^{2}}{2 h \varepsilon_{0} c}$ | $\alpha \equiv \frac{e^{2} \mu_{0}}{2 h_{0}}=\frac{1}{1.1049 \cdot 2 \pi^{3}}$ |

Table 3.1-I. Comparison of basic definitions and derived quantities for the rest energy, kinetic energy, and the velocities and cycle times in the vicinity of a mass center in the SR \& GR framework and in the Dynamic Universe.
$A_{0}$ are geometrical constants characteristic to the antenna. For an ordinary one wavelength dipole in space $A=2 / 3$, for a point source as dipole in the fourth dimension $A_{0}=1.1049$. Equation (3.1:2) breaks down the Planck constant into primary electrical constants; the unit charge (e), and the vacuum permeability ( $\mu_{0}$ ). In the intrinsic Planck constant ( $\mathrm{h}_{0}$ ) used in the DU framework the velocity of light (as a non-constant quantity) is removed. As a result the unit of the intrinsic Planck constant is [kg m] instead of $[\mathrm{kg} \mathrm{m} 2 / \mathrm{s}]$ like the traditional Planck constant, Table 3.1-I(5,6). The removal of the velocity of light from the Planck constant links the concept of quantum to mass rather than to momentum. The breakdown of the Planck constant into primary constants shows the fundamental nature of the fine structure constant as number independent of any physical constant, Table 3.1-I(7).

Localized mass object is described as a closed standing (mass)wave structure as illustrated with a one-dimensional resonator in Figure 3.1-1. The external momentum of a mass object moving in space at velocity $\beta$ can be expressed as the sum of momentums of the Doppler shifted front wave and back wave

$$
\begin{equation*}
\mathbf{p}_{\operatorname{Re}(\beta)}=\frac{\hbar_{0} k_{0}}{\sqrt{1-\beta^{2}}}[1 / 2(1+\beta)-1 / 2(1-\beta)] \mathbf{c}=\hbar_{0} k_{0} \frac{\beta}{\sqrt{1-\beta^{2}}} \mathbf{c}=\hbar_{0} k_{\text {Debroglie }} \mathbf{c} \tag{3.1:3}
\end{equation*}
$$

or a wave front with wave number $k_{\beta}$ propagating in parallel with the object at velocity $\mathbf{v}=\beta \mathbf{c}$

$$
\begin{equation*}
\mathbf{p}_{\operatorname{Re}(\beta)}=\hbar_{0} \frac{k_{0}}{\sqrt{1-\beta^{2}}} \beta \mathbf{c}=\hbar_{0} k_{\beta} \mathbf{v} \tag{3.1:4}
\end{equation*}
$$

where the wave number $k \beta$ is equal to the wave number of the effective mass (relativistic mass), Fig. 3.1-1

$$
\begin{equation*}
k_{\beta}=\frac{k_{0}}{\sqrt{1-\beta^{2}}}=\frac{m_{e f f}}{\hbar_{0}} \tag{3.1:5}
\end{equation*}
$$

A physical interpretation of equation (3.1:4) is that a mass object moving in space is associated with a parallel wave front carrying the external momentum the object in the parent frame.

This is exceedingly important as a physical explanation to the double-slit experiment. An energy object carries the rest energy as a standing wave in a localized energy structure. The external momentum appears as wave front k propagating at velocity $\beta$ in parallel with the localized object. The wave front is subject to buildup of interference patterns on the screen when passing through the slits. The deflection angle of a singe object is determined by the phase difference between the wave fronts from the slits, Fig. 3.1-1(b).
Internal (rest) momentum
External momentum
$\mathbf{p}_{l(\mathrm{Im})}=\hbar_{0} k_{0} \sqrt{1-\beta^{2}} \cdot \mathbf{c}_{\mathrm{Im}}=\hbar_{0} k_{\text {Compton }}$
$\mathbf{p}_{l(\mathrm{Re})}=1 / 2 \cdot \hbar_{0} k_{0} \sqrt{1-\beta^{2}} \cdot\left(\mathbf{c}_{\text {Re }+}+\mathbf{c}_{\text {Re }-}\right)=0$
(a)


$$
\mathbf{p}=\mathbf{p}_{\mathrm{Re}+}+\mathbf{p}_{\mathrm{Re}-}=\hbar_{0} k_{0} \frac{\beta}{\sqrt{1-\beta^{2}}} \mathbf{c}_{\mathrm{Re}+}=\hbar_{0} k_{\beta} \beta \mathbf{c}
$$

(b)
External momentum:

$$
\mathbf{p}_{\text {exteralal }}=\hbar_{0} k_{\beta} \beta \mathbf{c}
$$

Internal momentum:

Figure 3.1-1(a). Mass object as one-dimensional standing wave structure moving at velocity $\beta$. The momentum in space is the external momentum as the sum of the Doppler shifted front and back waves, which is observed as the momentum of a wave front propagating in the parent frame in parallel with the propagating mass object. (b) In the double slit experiment the deflection of the propagation path is determined by the external momentum which is subject to interference pattern of the divided wave fronts from the slit.

## III.B. Gravitation in Schwarzschild space and in DU space

Table 3.2-I summarizes some predictions related to celestial mechanics in Schwarzschild space which is the GR counterpart of the DU space in the vicinity of a local mass center in space.

At low gravitational field, far from the mass center the velocities of free fall as well as the orbital velocities in Schwarzschild space and DU space are essentially same as the corresponding Newtonian velocities. Close to critical radius, however, differences become meaningful.

In Schwarzschild space the critical radius is

$$
\begin{equation*}
r_{c(S c h w d)}=\frac{2 G M}{2} \tag{3.2:1}
\end{equation*}
$$

which is the radius where Newtonian free fall from infinity achieves the velocity of light. Critical gadius in DU space is

$$
\begin{equation*}
r_{c(D U)}=\frac{G M}{c_{0} c_{0 \delta}} \approx \frac{G M}{c^{2}} \tag{3.2:2}
\end{equation*}
$$

|  | Local relativity (SR\&GR) | Global relativity (DU) |
| :--- | :--- | :--- |
| 1) Velocity of free fall <br> $\left(\delta=G M / r c^{2}\right)$ | $\beta_{f f}=\sqrt{2 \delta}(1-2 \delta)$ <br> $($ coordinate velocity) | $\beta_{f f}=\sqrt{1 /(1-\delta)^{2}-1}$ |
| 2) Orbital velocity at circular orbits | $\beta_{o r b}=\frac{1-2 \delta}{\sqrt{1 / \delta-3}}$ <br> $($ coordinate velocity $)$ | $\beta_{o r b}=\sqrt{\delta(1-\delta)^{3}}$ |
| 3) Orbital period in Schwarzschild <br> space (coordinate period) and in DU <br> space | $P=\frac{2 \pi r}{c} \sqrt{\frac{2}{\delta}}\left(=P_{\text {Nevton }}\right)$ <br> $r>3 \cdot r_{c(S c h w d)}$ | $P=\frac{2 \pi r_{c}}{c_{0 \delta}}[\delta(1-\delta)]^{-3 / 2}$ |
| 4) Perihelion advance for a full <br> revolution | $\Delta \psi(2 \pi)=\frac{6 \pi G(M+m)}{c^{2} a\left(1-e^{2}\right)}$ | $\Delta \psi(2 \pi)=\frac{6 \pi G(M+m)}{c^{2} a\left(1-e^{2}\right)}$ |

Table 3.2-I. Predictions related to celestial mechanics in Schwarzschild space [11] and in DU space.
which is half of the critical radius in Schwarzschild space. The two different velocities $c_{0}$ and $c_{0 \delta}$ in (3.2:2) are the velocity of hypothetical homogeneous space the velocity of apparent homogeneous space in the fourth dimension.

In Schwarzschild space the predicted orbital velocity at circular orbit exceeds the velocity of free fall when $r$ is smaller than 3 times the Schwarzschild critical radius, which makes stable orbits impossible. In DU space orbital velocity decreases smoothly towards zero at $\mathrm{r}=\mathrm{r}_{\mathrm{c}}(\mathrm{DU})$, which means that there are stable slow orbits between $0<r$ $<4 r_{c}$ (DU), Fig. 3.2-1 (a, b).

The importance of the slow orbits near the critical radius is that they maintain the mass of the black hole.

| (a) |  |
| :---: | :---: |
|  | Figure 3.2-1. a) The velocity of free fall and the orbital velocity at circular orbits in Schwarzschild space, <br> b) The velocity of free fall and the orbital velocity at circular orbits in DU space. The velocity of free fall in Newtonian space is given as a reference. Slow orbits between $0<r<4 \operatorname{rc}(\mathrm{DU})$ in DU space maintain the mass of the black hole. <br> c)The predictions by Schwarzschild and DU for period (in minutes) at circular orbits around $\mathrm{Sgr} \mathrm{A}^{*}$ in the center of Milky Way. The shortest observed period is $16.8 \pm 2 \mathrm{~min}$ [8] which is very close to the minimum period 14.8 minutes predicted by DU. Minimum period predicted in Schwarzschild space is about 28 minutes, which occurs at $\mathrm{r}=3 \mathrm{rc}($ Schwd $)=6 \mathrm{rc}(\mathrm{DU})$. |

The prediction for the orbital period at circular orbits in Schwarzschild space apply only for radii $r>3 \cdot r_{c}(S c h w d)$. The black hole at the center of the Milky Way, compact radio source $\mathrm{Sgr} \mathrm{A}^{*}$, has the estimated mass of about 3.6 times the solar mass which means Mblack hole $\approx 7.2 \cdot 10^{36} \mathrm{~kg}$, which gives a period of 28 minutes at the minimum stable radius $r=3 \cdot r_{c}(S c h w d)$ in Schwarzschild space. The shortest observed period at Sgr A * is $16.8 \pm 2 \mathrm{~min}$ [12] which is very close to the prediction of minimum period 14.8 min in DU space at $r=2 \cdot r_{C}(D U)$, Fig. 3.2-1(c).

Prediction for perihelion advance in elliptic orbits is essentially the same in Schwarzschild space and in DU space. In DU space the prediction can be derived in a closed mathematical form.

## III. C. Clocks and electromagnetic radiation in GR and DU

In DU space the prediction for the characteristic emission and absorption frequency related to energy transitions in hydrogen like atoms is obtained by substituting equation (2.2:1) for rest energy into Balmer's equation resulting

$$
\begin{equation*}
f_{(n 1, n 2)}=\frac{\Delta E_{(n 1, n 2)}}{h_{0} c}=f_{0(n 1, n 2)} \prod_{i=1}^{n}\left(1-\delta_{i}\right) \sqrt{1-\beta_{i}^{2}} \tag{3.3:1}
\end{equation*}
$$

where $f_{0\left(n, n_{2}\right)}$ is the reference frequency for an atom at rest in hypothetical homogeneous space. Frequency $f_{0\left(n, n_{2}\right)}$ is subject to decrease in the course of the expansion of space

$$
\begin{equation*}
f_{0(n 1, n 2)}=Z^{2}\left[\frac{1}{n_{1}^{2}}-\frac{1}{n_{2}^{2}}\right] \frac{\alpha^{2} m_{e(0)}}{2 h_{0}}\left(\frac{2}{3} G M^{\prime \prime}\right)^{1 / 3} t^{-1 / 3} \tag{3.3:2}
\end{equation*}
$$

where $t$ is the time since singularity. Characteristic frequencies are directly proportional to the velocity of light, both locally and in the course of the expansion of space which at present state of the expansion is about $\mathrm{dc}_{0} / \mathrm{c}_{0} \approx 3.6 \quad 10-11 /$ year.

The wavelength of radiation emitted is

$$
\begin{equation*}
\lambda_{(n 1, n 2)}=\frac{c}{f_{(n 1, n 2)}}=\frac{\lambda_{0(n 1, n 2)}}{\prod_{i=1}^{n} \sqrt{1-\beta_{i}^{2}}} \tag{3.3:3}
\end{equation*}
$$

which is independent of the velocity of light but subject to an increase with the motion of the emitter. The Bohr radius of atom is directly proportional to the wavelength emitted, which means that the atomic dimensions are independent of the expansion of space.

|  | Local relativity (SR\&GR) | Global relativity (DU) |
| :---: | :---: | :---: |
| 1)Flow of time (proper time) in Schwarzschild space and the frequency of a clock DU space | $d \tau=d t \sqrt{1-2 \delta-\beta^{2}}$ | $f=f_{0,0}(1-\delta) \sqrt{1-\beta^{2}}$ |
| 2) Gravitational red/ blue shift. <br> Frequency of electromagnetic radiation transmitted from higher to lower altitude (gravitation potential) | $\begin{gathered} \text { Frequency increases, } \\ \text { velocity of light is } \\ \text { conserved, wavelength } \\ \text { decreases } \\ (=\text { gravitational blueshift }) \end{gathered}$ | Frequency is conserved, the velocity of light decreases, wavelength decreases (=gravitational blueshift) <br> (the observed frequency looks increased when compared to the frequency of a reference oscillator at receiver's gravitational state) |
| 3) Shapiro delay $\left(D_{1}, D_{2} \gg d\right)$ | $\Delta t_{D 1, D 2}=\frac{2 G M}{c^{3}} \ln \left[\frac{4 D_{1} D_{2}}{d}{ }^{2}\right]$ | $\Delta t_{D 1, D 2}=\frac{2 G M}{c^{3}}\left\{\ln \left[\frac{4 D_{1} D_{2}}{d^{2}}\right]-1\right\}$ |
| 4) Shapiro delay of radar signal (in radial direction to and from a mass center) | $\Delta t_{(A-B)}=\frac{2 G M}{c^{3}} \ln \frac{r_{B}}{r_{A}}$ | $\Delta t_{(A-B)}=\frac{2 G M}{c^{3}} \ln \frac{r_{B}}{r_{A}}$ |
| 5) Bending of light path | $\phi=\frac{4 G M}{c^{2} d}$ | $\phi=\frac{4 G M}{c^{2} d}$ |
| 6) Doppler effect | $\left.f_{A(B)}=f_{B} \frac{\sqrt{1-\delta_{A}-\beta_{A}^{2}}}{\sqrt{1-\delta_{B}-\beta_{B}^{2}}} \frac{\left(1-\beta_{B(\mathrm{r})}\right)}{\left(1-\beta_{A(\mathrm{r})}\right)}\right)$ | ${ }_{B)}=f_{B} \frac{\prod_{j=k+1}^{n}\left(1-\delta_{B j}\right) \sqrt{1-\beta_{B j}^{2}}\left(1-\beta_{j B(\mathrm{r})}\right)}{\prod_{i=k i+1}^{m}\left(1-\delta_{A i}\right) \sqrt{1-\beta_{A i}^{2}}\left(1-\beta_{i A(\mathrm{r})}\right)}$ |

Table 3.3-I. summarizes some predictions related to the characteristic frequency of atomic oscillators (or proper time) and the propagation of electromagnetic radiation in space.

The proper time frequency in Schwarzschild space is

$$
\begin{equation*}
f_{\delta, \beta(G R)}=f_{0,0} \sqrt{1-2 \delta-\beta^{2}} \approx f_{0,0}\left(1-\delta-\frac{1}{2} \beta^{2}-\frac{1}{8} \beta^{4}-\frac{1}{2} \delta \beta^{2}-\frac{1}{2} \delta^{2}\right) \tag{3.3:4}
\end{equation*}
$$

The corresponding prediction in DU space is the last form of equation (3.3:4)

$$
\begin{equation*}
f_{\delta, \beta(D U)}=f_{0,0}(1-\delta) \sqrt{1-\beta^{2}} \approx f_{0,0}\left(1-\delta-\frac{1}{2} \beta^{2}-\frac{1}{8} \beta^{4}+\frac{1}{2} \delta \beta^{2}\right) \tag{3.3:5}
\end{equation*}
$$

The difference between the GR and DU frequencies in equations (3.3:4) and (3.3:5) is

$$
\begin{equation*}
\Delta f_{\delta, \beta(D U-G R)} \approx \delta \beta^{2}+1 / 2 \delta^{2} \tag{3.3:6}
\end{equation*}
$$

In clocks on Earth and in Earth satellites the difference between the DU and Schwarzschild predictions is of the order $\Delta f / f \approx 10^{-18}$ which is too small a difference to be detected with present clocks. The difference, however, is essential at extreme conditions where $\delta$ and $\beta$ approach unity, Fig. 3.3-1.

In DU space, atomic oscillators (or clocks) at different gravitation potentials have different frequency but the wavelength they emit is independent of the gravitational potential of the clock. This is because the frequency of the oscillator changes in direct proportion to the local velocity of light (the velocity of space in the local fourth dimension).

The frequency of electromagnetic radiation is conserved when transmitted from an emitter at one gravitational potential to a receiver at another gravitational potential. When compared to a reference oscillator at receiver's gravitational potential, the received frequency, however, is observed changed because the frequency of a reference oscillator at receiver's gravitational state is different from the frequency of the emitter at different gravitational potential, Fig. 3.3-2.


Figure 3.3-1. The difference in the DU and GR predictions of the frequency of atomic oscillators at extreme conditions when $\delta=\beta^{2} \rightarrow 1$. Such condition may appear close to a black hole in space. The GR and DU predictions in the figure are based on equations (3.2:4) and (3.2:5), respectively.


Figure 3.3-2. The velocity of light is lower close to a mass center, $c_{B}<c_{A}$, which results in a decrease of the wavelength of electromagnetic radiation transmitted from $A$ to $B$. Accordingly, the signal received at $B$ is blueshifted relative to the reference wavelength observed in radiation emitted by a similar object in the $\delta_{B}$-state. The frequency of the radiation is unchanged during the transmission.

There is a small difference in the predictions of Shapiro delay in Schwarzschild space and in DU space. In DU space the velocity of light affect equally in the radial and tangential components of the light path but the lengthening of the path due to the tilting of space occurs only for the radial component of the path. In the Schwarzschild derivation both the effects of proper time and the lengthening of the path are calculated for both the tangential and radial component of the light path, Table 3.3-1(3). If this were not the case it meant different velocity of light in the radial and tangential directions in Schwarzschild space, Fig. 3.3-3. When the tangential component of light path is zero, i.e. the signal path has radial direction to and from a mass center, the difference between the predictions vanishes, Table 3.3-1(4).

In the Mariner 6 and 7 experiments [13] in 1970's the signal delay was studied by comparing the delays at different passing distances d between the signal path and the Sun, i.e. the case of Table 3.3-I(3). In Mariner experiments, due to the lack of an absolute reference, the constant term in the DU prediction in Table 3.3-I(3) becomes ignored which means that the experiment is not able to distinguish the difference of the GR and DU predictions which in the Mariner case is $20 \mu \mathrm{~s}$ at any passing distance (in the 160 to $200 \mu$ s total delay).

Prediction for the bending of light in the vicinity of a mass center according to the GR and DU are equal, Table 3.3-I(5). It means that predictions for gravitational lensing in the two frameworks are equal.

(a)

(b)

Figure 3.3-3. (a) Light path $A B$ from location $A$ to location $B$ follows the shape of the dent in space as a geodesic line in the gravitational frame of mass center $M$. Point $A$ is at flat space distance $r 0 \delta A$ and point $B$ is at flat space distance $r 0 \delta B$ from mass center $M$. Point $A B$ is the flat space projection of point A on the flat space plane crossing point $B$. Line $\mathrm{A} B B$ is the distance between A and $B$ as it would be without the dent. The velocity of light in the dent is reduced in proportion to $1 / r 0 \delta$, i.e. the velocity of light at $A$ is higher than the velocity of light at $B$. Distance $A B A$ is the projection of path $A B$ on the flat space plane. (b) The difference in the predictions of Shapiro delay in Schwarzschild space and in DU space is due to a different effect of the local tilting of space on the tangential component of the light path. In DU space the velocity of light affect equally in the radial and tangential components of the light path but the lengthening of the path occurs only in for the radial component of the path. In the Schwarzschild derivation both the effects of proper time and the lengthening of the path are calculated for both the tangential and radial component of the light path. If this were not the case it meant different velocity of light in the radial and tangential directions in Schwarzschild space where $d t$ instead of $c$ (like in the DU ) is a function of the gravitational state.

The Doppler effect of electromagnetic radiation in the GR framework is expressed in terms of local Schwarzschild space; in the DU prediction also the motions and gravitational state of the source and receiver in the parent frames are taken into account, Table $3.3-\mathrm{I}(6)$. For source and receiver in the same gravitational frame the predictions are equal. The Doppler effect in Table 3.3-I(6) does not include the effect of the expansion of space which results in further frequency shift at cosmological distances.

The Doppler effect of electromagnetic radiation increases equally the frequency and the wave number of radiation observed in a frame moving in the direction of the radiation. For radiation sent at rest in a local frame and received by an observer moving in the direction of the radiation in the same gravitational state the observed angular frequency is (both according to GR and DU predictions)

$$
\begin{equation*}
\omega_{A(B)}=\frac{\omega_{B}}{\sqrt{1-\beta_{B}^{2}}}\left(1-\beta_{B(\mathrm{r})}\right)=\omega_{A}\left(1-\beta_{B(\mathrm{r})}\right) \tag{3.2.4:4}
\end{equation*}
$$

and the observed wave number $k=2 \pi / \lambda$

$$
\begin{equation*}
k_{A(B)}=\frac{k_{B}}{\sqrt{1-\beta_{B}^{2}}}\left(1-\beta_{B(\mathrm{r})}\right)=k_{A}\left(1-\beta_{B(\mathrm{r})}\right) \tag{3.2.4:4}
\end{equation*}
$$

which result in observed phase velocity

$$
\begin{equation*}
c_{B}=\frac{\omega_{A(B)}}{k_{(A B)}}=\frac{\omega_{A}}{k_{A}}=c_{A} \tag{3.2.4:4}
\end{equation*}
$$

i.e. the phase velocity observed in a frame moving with the observer, is equal to the phase velocity observed at rest in the parent frame, Table 3.3-II.

|  | Local relativity (Newtonian) | Global relativity (DU) |
| :---: | :---: | :---: |
| Observation of a mass object in a moving frame. <br> $\mathrm{v}=$ velocity of the moving frame $\mathrm{v}_{0}=$ velocity of the object in the parent frame | $\mathbf{p}_{v}=m \mathbf{v}_{0}\left(1-\frac{v}{v_{0}}\right)=\mathbf{p}_{0}\left(1-\frac{v}{v_{0}}\right)$ <br> The change in momentum is observed as change in velocity | $\mathbf{p}_{v}=m \mathbf{v}_{0}\left(1-\frac{v}{v_{0}}\right)=\mathbf{p}_{0}\left(1-\frac{v}{v_{0}}\right)$ <br> The change in momentum is observed as change in velocity |
| Observation of electromagnetic radiation in a moving frame $\mathrm{c}_{0}=$ the velocity of light in the parent frame | $\mathbf{p}_{v}=\hbar \mathbf{k}_{0}\left(1-\frac{v}{c_{0}}\right)=\mathbf{p}_{0}\left(1-\frac{v}{c_{0}}\right)$ <br> The change in momentum is observed as change in the wave number and frequency | $\mathbf{p}_{v}=\hbar_{0} k_{0}\left(1-\frac{v}{c_{0}}\right) \mathbf{c}_{0}=\mathbf{p}_{0}\left(1-\frac{v}{c_{0}}\right)$ <br> The change in momentum is observed as change in the wave number and frequency |
| Phase velocity of radiation in moving frame | $c_{v} \equiv c_{0}$ | $c_{v}=\frac{\omega_{v}}{k_{v}}=\frac{\omega_{0}\left(1-\frac{v}{c_{0}}\right)}{k_{0}\left(1-\frac{v}{c_{0}}\right)}=\frac{\omega_{0}}{k_{0}}=c_{0}$ |

Table 3.3-II. Transformation of the momentum of a mass object and the momentum of electromagnetic radiation observed in a frame moving at velocity vframe in its parent frame. For simplicity, velocity
 conclusion is that the (phase) velocity of light is observed unchanged without a specific definition of the constancy. The conclusion is the same also when the relativistic effects of mass increase are included.

The late 1800 's great confusion of the conservation of the observed velocity of light in moving frames obtains a trivial solution once we study the moving frames as momentum frames instead of velocity frames:

The constancy of the observed (phase) velocity of light in moving frames is a consequence of the change of momentum via the Doppler shift of frequency (and mass equivalence) instead of change in the velocity as we observe the change of the momentum of mass objects.

Studying of the Michelson - Morley interferometer as a momentum frame moving in its parent frames guarantees a zero result.

## III. D. Cosmological appearance of space derived from general relativity and the DU

At the cosmological scale, like the DU space, GR space is assumed to be isotropic and homogeneous; i.e., it looks the same from any point in space [14]. As a major difference to the Friedman-Lemaître-Robertson-Walker (FLRW) cosmology or $\Lambda$ CDM cosmology (Lambda Cold Dark Matter cosmology), local gravitational systems in DU space are subject to expansion in direct proportion to the expansion of the 4-radius $R 0$. Accordingly, e.g., the radii of galaxies are not observed as standard rods but as expanding objects which makes the sizes of galaxies appear in Euclidean geometry to the observer.

As shown by an analysis of the Bohr radius, material objects built of atoms and molecules are not subject to expansion with space. Like the Bohr radius, the characteristic emission wavelengths of atomic objects are unchanged in the course of the expansion of space. When propagating in space, the wavelength of electromagnetic radiation is increased in direct proportion to the expansion. Accordingly, when detected after propagation in space, characteristic radiation is observed redshifted relative to the wavelength emitted by the corresponding transition in situ at the time of observation.

Major difference between FLRW space and DU space comes from the general cosmological appearance and the picture of reality. The expression of energy and the evolution of DU space is a continuous process from infinity in the past to infinity in the future under unchanged laws of nature. In the DU mass is not a form of energy but the substance for the expression of energy via excitation of motion against release of potential energy. Any local expression of energy in DU space is linked to the rest of space. Anti-energy for the rest energy of a mass object in space is the gravitational energy due to the rest of mass in space as indicated by zero-energy balance of the rest energy and the global gravitational energy. Relativity in DU space means relativity of local to the whole.

Table 3.4-I summarizes some general features of the FLRW space and the DU space. The difference between the local approach of the GR based FLRW space and the global approach of the DU space is well demonstrated by the scope of expansion: For conserving the gravitational energy in local systems expansion in FLRW space is assumed to occur between galaxies or galaxy groups only. In the DU local gravitation is a share of the total gravitational energy; dilution of the total gravitational energy in the expansion dilutes equally the gravitational energy of local systems, which is seen as the expansion of gravitationally bound local systems with the expansion of whole space.

Another important difference between the FLRW and DU models is the conservation of the energy of radiation propagating in space. In both models the wavelength of radiation is supposed to increase in direct proportion to the expansion of space. In the FLRW interpretation of the effect of redshift on the power density of radiation is based on the fundamental work of Hubble, Tolman, Humason, deSitter, and Robertson, in the 1930's [15-20]. After an active debate the conclusion was that the dilution of the power density of redshifted radiation comes from two factors: The reduced rate of quanta received, and the dilution of the energy of a quantum due to the reduced frequency as suggested by a direct interpretation of the Planck's equation. Combining these two effects the dilution of power density due to the expansion of FLRW space obtains the form

$$
\begin{equation*}
F_{z(F L R W)}=\frac{E_{0(z)}}{T_{0(z)}}=\frac{h \cdot f_{0(z)}}{T_{0(z)}}=\frac{h \cdot f_{0} /(1+z)}{T_{0}(1+z)}=\frac{E_{0}}{T_{0}} /(1+z)^{2}=\frac{F_{0}}{(1+z)^{2}} \tag{3.4:1}
\end{equation*}
$$

where $T_{0(z)}$ is the time required to receive a quantum of radiation (which in the DU framework is the cycle time). The dilution of the energy of a quantum means loss of total energy of radiation propagating in FLRW space.

In the DU framework the conservation of the energy of radiation is seen as the conservation of the mass equivalence of radiation, i.e. the energy carried by a cycle of radiation

|  | FLRW space | DU space |
| :---: | :---: | :---: |
| The beginning | Big Bang, singularity of space about 13.7 billion years ago: start of time, turn-on of the laws of physics | The process of energy buildup and release via contraction and expansion works like pendulum from infinity in the past to infinity in the future. Time and the laws of physics are perpetual. |
| The future | The future development of the universe cannot be predicted. | The ongoing expansion continues to infinity in a zero-energy balance of motion and gravitation (see Fig. 2.1-1) |
| The shape of space | Undetermined space-time | Surface of 4-sphere |
| Expansion of space | Expansion occurs as Hubble flow between galaxies or galaxy groups only. Presently, the expansion is assumed to accelerate due to an increasing share of dark energy. | All gravitationally bound systems expand with the expansion of space. Expansion velocity decreases with time since singularity as $c_{0}=\frac{d R_{4}}{d t}=\left(\frac{2}{3} G M^{\prime \prime}\right)^{1 / 3} t^{-1 / 3}$ |
| Dilution of the power density of redshifted electromagnetic radiation | Wavelength of radiation is increased + the energy content of a quantum is diluted $F_{z}=F_{0} /(1+z)^{2}$ <br> Conservation of total energy is violated. | Wavelength of radiation is increased but the energy content of a quantum is conserved (= mass equivalence of a cycle of radiation is conserved) $F_{z}=F_{0} /(1+z)$ <br> Conservation of total energy is honored |
| Antimatter | Disappeared at Big Bang | Antienergy of any mass object is the rest of mass in space (the rest energy is balanced by the gravitational energy due to the rest of mass in space) |
| Dark matter | Existent, undefined | Unstructured matter (wavelike) |
| Dark energy | Existent, needed to match $\Lambda \mathrm{CDM}$ predictions to observations | Non-existent. DU predictions are consistent with observations without dark energy (or any other parameter) |

Table 3.4-I. Comparison of the development and general appearance of FLRW space and DU space.

$$
\begin{equation*}
E_{0(z), \lambda}=m_{\lambda} c_{0} c \tag{3.4:2}
\end{equation*}
$$

where the mass equivalence $m_{\lambda}$ of radiation is

$$
\begin{equation*}
m_{\lambda}=h_{0} / \lambda_{0} \tag{3.4:3}
\end{equation*}
$$

and $\lambda_{0}$ is the wavelength emitted. An increase of the wavelength does not reduce the mass equivalence but dilutes it in volume and the cycle time when received. Conservation of the mass equivalence of radiation means that the lengthening of the wavelength dilutes density of mass carried by the wave and thus the power density observed but it does not lose mass

$$
\begin{equation*}
F_{z(D U)}=\frac{E_{0(z)}}{T_{0(z)}}=\frac{m_{\lambda} c_{0} c}{T_{0(z)}(1+z)}=\frac{F_{0}}{1+z} \tag{3.4:4}
\end{equation*}
$$

When solved from Maxwell's equation [see equation (3.1:2)] the energy emitted into one cycle of radiation by a unit charge transition from a point source is

|  | FLRW cosmology | DU cosmology |  |
| :--- | :---: | :---: | :---: |
| 1) Physical distance <br> (co-moving distance) | $D_{M}=R_{H} \int_{0}^{z} \frac{1}{\sqrt{(1+z)^{2}\left(1+\Omega_{m} z\right)-z(2+z) \Omega_{\Lambda}}} d z$ | $D=R_{0} \ln (1+z)$ |  |
| 2) Angular diameter <br> distance (referred to <br> as optical distance <br> in DU) | $D_{A}=R_{H} \frac{1}{1+z} \int_{0}^{z} \frac{1}{\sqrt{(1+z)^{2}\left(1+\Omega_{m} z\right)-z(2+z) \Omega_{\Lambda}}} d z$ | $D=R_{0} \frac{z}{1+z}$ |  |
| 3) Angular diameter <br> of galaxies and <br> quasars | $\theta=\frac{d_{R}}{D_{A}}$ | $D_{L}=R_{H}(1+z) \int_{0}^{z} \frac{1}{\sqrt{(1+z)^{2}\left(1+\Omega_{m} z\right)-z(2+z) \Omega_{\Lambda}}} d z$ | $D=R_{0} \frac{z}{1+z} \sqrt{1+z}$ |
|  | $\theta=\frac{d_{R}}{D}(1+z)=\frac{d_{R}}{R_{0}} \frac{1}{z}$ |  |  |
| 5) Magnitude for <br> $K$-corrected <br> observations | $m=M+5 \log \frac{R_{H}}{d_{0}}$ | $+5 \log \left[(1+z) \int_{0}^{z} \frac{1}{\sqrt{(1+z)^{2}\left(1+\Omega_{m} z\right)-z(2+z) \Omega_{\Lambda}}} d z\right.$ | $+5 \log \left[z^{2}(1+z)\right]$ |

Table 3.4-II. The factor $(1+z)$ and the resulting Euclidean appearance in the DU prediction for angular diameter comes from the fact that the diameter of the galaxies and quasars increase in direct proportion to the expansion of space. Luminosity distance is the distance equivalence used to match the redshifted luminosity to the classical $L \sim 1 / D 2$ formula. The effect of redshift in DU space is (1+z) instead of (1 $+\mathrm{z}) 2$ in the standard model. Accordingly, the
optical distance is increased by factor $\sqrt{1+z}$ in conversion to luminosity distance. For making the DU prediction of magnitude comparable to the prediction of magnitude in FLRW cosmology [20] the effect of $K$-correction [22] is included.

$$
\begin{equation*}
E=h f \quad \text { or } \quad E_{\lambda(0)}=1.1049 \cdot 2 \pi^{3} e^{2} \mu_{0} c \cdot f \tag{3.4:5}
\end{equation*}
$$

The Planck equation describes the energy conversion at the emission of radiation as the insert of mass equivalence into a cycle of radiation. The Planck equation is not consistent for describing the conservation of mass equivalence carried by a cycle of radiation.

Table 3.4-II summarizes the predictions for three important distance definitions and the predictions for the angular size and magnitudes. The physical distance which means the momentary distance of objects, the angular diameter distance which is the distance of light path from the object to the observer in expanding space, and luminosity distance a distance equivalence of redshifted radiation for the classical definition of magnitude. The meaning of physical distance and the optical distance in DU-space are illustrated in Figure 3.4-1. A comparison of the predictions in Table 3.4$\mathrm{II}(2)$ is given in Figure 3.4-2.

(a)

(b)

Figure 3.4-1. (a) The classical Hubble law corresponds to Euclidean space where the observed distance of the object is equal to the physical distance, the arc Dphys, at the time of the observation. (b) When the propagation time of light from the object is taken into account the observed distance is the optical distance which is the length of the integrated path over which light propagates in the tangential direction on the "surface" of the expanding 4 -sphere. Because the velocity of light in space is equal to the expansion of space in the direction of R4, the optical distance is $D=R_{0}-R_{0(0)}$, the lengthening of the 4-radius during the propagation time.


In Figure 3.4-3 the DU prediction and the FLRW prediction for the angular diameter are compared to observations of the Largest Angular Size (LAS) of galaxies and quasars in the redshift range $0.001<z<3$ [23]. In figure 3.4-3 (a) the observation data is set between two Euclidean lines of the DU prediction in Table 3.4-II(3). The FLRW prediction is calculated for the conventional Einstein de Sitter case ( $\Omega_{m}=1$ and $\Omega_{\Lambda}=0$ ) shown by the solid curve, and for the recently preferred case with a share of dark energy included as $\Omega_{m}=0.27$ and $\Omega_{\Lambda}=0.73$ (dashed curves). Both FLRW predictions deviate significantly from the Euclidean lines in (a), that enclose the set of data uniformly in the whole redshift range observed. As shown in figure 3.4-3 (b) the effect of the dark energy contribution on the FLRW prediction of the angular size is marginal.

Figure 3.4-4 compares the predictions for the $K$-corrected magnitudes of Ia supernovae in DU and FLRW space, respectively. The observed magnitudes in the figure are based on Riess et al.'s "high-confidence" dataset and the data from the HST [24].

(a) DU-prediction
$\log$ (LAS)

(b) FLRW-prediction

$$
\begin{aligned}
\ldots \ldots-\Omega_{m} & =1, \Omega_{\Lambda}=0 \\
\Omega_{m} & =0.27, \Omega_{\Lambda}=0.73
\end{aligned}
$$

Figure 3.4-3. Dataset of observed Largest Angular Size (LAS) of quasars and galaxies in the redshift range $0.001<z<3$ which is the range achievable with todays' techniques. Open circles are galaxies, filled circles are quasars [23]. In (a) observations are compared with the DU prediction [Table 3.4-2(3)]. In (b) observations are compared with the FLRW prediction [Table 3.4-2(3)] with $\Omega_{m}=0$ and $\Omega_{\Lambda}=0$ (solid curves), and $\Omega_{m}=0.27$ and $\Omega_{\Lambda}=0.73$ (dashed curves).


Figure 3.4-4. Distance modulus $\mu=m-M$, vs. redshift for Riess et al. "high-confidence" dataset and the data from the HST for Ia supernovae, Riess [24]. The optimum fit for the FLRW prediction is based on $\Omega_{m} 00.27$ and $\Omega_{\Lambda}=0.73$. In spite of the essentially different derivation and mathematical appearance [see Table 3.4-II(5)] the difference between the DU prediction [see Table 3.4-II(5)] (solid curve), and the prediction of the standard model (dashed curve) is very small in the red-shift range covered by observations, but becomes meaningful at redshifts above $z>3$. Unlike the FLRW prediction, the DU prediction has no adjustable parameters.

## SUMMARY AND CONCLUSIONS

Dynamic Universe is holistic approach to the description of physical reality. Space is studied as a closed energy system manifested by the dynamics resulting from the zero-energy balance of motion and gravitation in the structure. Relativity in such a structure is not relativity between the observer and the object but global relativity between local and the whole. Global relativity is not described in terms of modified coordinate quantities. Time and distance in DU space are universal. Global relativity shows the locally available share of total energy in space via a system of nested energy frames relating the locally available rest energy of an object to the rest energy the object had at rest in hypothetical homogeneous space where all mass is uniformly distributed into space.

The DU approach shows the role of mass as wavelike substance for the expression of energy and allows a unified expression of all energy forms. The identification of a common substance paves the way towards a unified picture of physics including the quantum mechanical description of local energy structures. In the DU perspective unification is not searched from the unification of forces but from a unified description of energy and the unbroken linkage of energy structures from elementary particles up to whole space - or perhaps more correctly, from whole space down to the multitude of local structures. The linkage of local and whole is complemented by the overall zero-energy balance of the rest energy and the global gravitational energy which provides a negative counterpart to the rest energy of a local object.

The DU approach leads to a compact description of the structure and development of space describable largely in a closed mathematical form which provides precise predictions to physical and cosmological observables in an excellent agreement with observations.
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# DYNAMIC UNIVERSE AND THE CONCEPTION OF REALITY 

Tarja Kallio-Tamminen

From ancient times both philosophy and science have aimed to understand the nature of reality. The conception of reality has evolved by undergoing deep changes whenever natural science has found new invariances and interconnections in nature, which enabled the handling of a wider variety of phenomena under one and same mathematical formalism. The historical process has characteristically focused on the examination of the interrelations between substance, motion, space and time but the final hierarchy of these perennial concepts has not been decided yet.

Extended debate on natural philosophy started in antiquity with the general outcome that reality was comparable to an organism. The outlook was overturned at the times of Kepler, Galilei and Newton when rapid development took place in natural research. The world was seen as a huge clockwork until the beginning of $20^{\text {th }}$ century when quantum physics and relativity theory were born. Modern physics challenged the previous metaphysical presuppositions and obscured the common world view. Time became connected to space and the idea of reducing everything to solid material particles was implausible because of their non-local properties.

There is a demand for a new conception of reality but very few vote for a profound paradigm change to take place. The trials to unify quantum mechanics and relativity theory lead to complicated and highly abstract mathematics which is impossible to conceive in common terms. Tuomo Suntola's Dynamic universe -theory, however, is a good candidate for a new theoretical framework. Suntola gives a plausible model of reality whose scope and profound simplicity surpasses the capacity of present theories. Moreover the theory is pregnant with fundamental metaphysical implications.

In Suntola's theory the totality of mass is a fundamental invariant which links everything together. Through energy excitation mass determines the motion, size and time development of space, and regulates all local structures in space. The new arrangement of the basic concepts allows a revealing perspective to history. Why Newton had to equal inertial mass and gravitational mass and what Einstein's famous formula of equality between mass and energy actually means? This paper focuses on the relation between mass and energy in the DU theory and clarifies how it provides a natural basis for the human conception of irreversible absolute time, which is excluded in present theory structures.

Keywords: quantum mechanics, relativity theory, Tuomo Suntola's Dynamic universe, dynamic universe theory.

# RELATIVITY, THE SURGE AND A THIRD SCIENTIFIC REVOLUTION 

James E. Beichler, Ph.D.<br>P.O. Box 624, Belpre, Ohio 45714, USA<br>Jebco1st@aol.com

Quantum theory emerged the victor of the last Scientific Revolution even though relativity theory had a more progressive view of reality to offer science. As a result, the physical aspects and properties of the gravitational field were never fully explored or exploited and science went through several decades of denial concerning the relevance of general relativity and its physical implications. The only small victory that relativity theory could claim before the 1960s was in cosmology with the expanding universe. The victory was small because the expanding universe was far from the everyday needs of a science more concerned with the atom and the nucleus. Under these circumstances, the theory of relativity had no practical applications in the everyday real world, so its theoretical implications were largely ignored. However, the 1970s brought something of a resurgence of good fortunes and everyday relevance for relativity theory and quantum theorists finally accepted the possibility that unification was the primary goal of physics, albeit a unification based upon the quantum concept of discrete particles rather than the Einsteinian concept of field continuity: According to quantum field theory, the gravity field could be reduced to an exchange of gravitons. But what at first seemed a resurgence of general relativity under the quantum paradigm in the 1970s has slowly evolved into a surge of physical relevance resulting in the emergence of general relativity as a dominating field of research in physics. And the story does not end there. The recent discoveries of Dark Matter and Dark Energy are about to push physics and relativity theory into a Third Scientific Revolution in which a unification with the quantum will be made on relativity's terms. The quantum will not emerge out of the mathematics as a constraint on the continuous field as Einstein had hoped, but it will emerge as a field constant that limits the continuous field as described by general relativity.

Keywords: Second Scientific Revolution, Third Scientific Revolution, Mach, positivism, Mind, Matter, consciousness, motion of mater, crises, quantum relativity, curvature, higher dimensions, Einstein, history, paradigm, Standard Model, cosmology, surge, Dark Matter, Dark Energy.
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## I. INTRODUCTION

A scientific revolution occurred between the years 1900 and 1927. No one would dare disagree with this fact. But that revolution was never completed, a fact with which very few, if any, would agree, but a fact all the same. This Second Scientific Revolution was an unfinished symphony of science. In fact, this incompleteness led to a well-known series of philosophical debates after the 1920s, but they never resulted in any direct physical challenges to the quantum theory. Any problems that were foreseen with quantum theory were problems of interpretation rather than problems of a physical nature. That fact has been the strength of the quantum philosophy as well as its major flaw. The very fact that the revolution started in 1900 when Max Planck published his seminal paper on blackbody radiation and ended in 1927 with the Solvay Conference
settling the primary issues and questions regarding quantum mechanics readily demonstrates that the revolution has been completely dominated by the quantum theory. Yet two different crises seemed to have caused the revolution, the blackbody radiation paradox and the failure to detect the luminiferous aether, while only the blackbody problem led to quantum theory. The accepted solution to the aether problem came in the form of relativity theory.

The story of relativity theory and the important dates of 1905, 1912 and 1915 in the development of relativity seem to have been overwhelmed by the story of the quantum, as if they were not as important unless they were somehow related to the quantum story, even though relativity forms the second leg upon which the revolution stood. To further complicate this mess, Newtonian theory was at the height of its success at the outset of the revolution, which implies that a paradox of history exists, while relativity theory is generally grouped with Newtonian theory as a form of 'classical' physics, i.e., old physics before the second revolution that is philosophically contaminated. These historical inequities need to be identified and understood before science can come to terms with the next scientific revolution because the seeds of the next revolution can be found in the failures and misconceptions that arose during the Second Scientific Revolution. To understand the past revolution more completely is to understand how science has evolved since the past revolution and where the future is taking science.

First of all, the standard view that scientific revolutions (Kuhnian view) result from crises does not offer all that accurate and complete a picture of the historical events. It does not take into account the fact that the crises themselves resulted from the successes of previous theories and the subsequent attempts to expand the previous paradigms. Those successes represent the constant ongoing evolution of science, which is just as important as the revolutions in science as well as intimately related to the emergence of revolutions. Newtonianism was completely progressive and it never failed, not even during the revolution that supposedly overthrew it. It had come so far that its successes forced science to consider phenomena and natural processes that were previously off-limits to science, i.e., the ultimate nature of life, mind, consciousness and even matter itself. In fact, Newtonian physics had solved both of the crises before the revolution. Lorentz-Fitzgerald contraction had already been offered as the solution to the aether problem before it was derived by Albert Einstein in 1905 from first principles, without resorting to the hypothetical aether. That is why it is still called Lorentz-Fitzgerald contraction today, in spite of its more modern relativistic interpretation. Furthermore, Planck considered his solution to the blackbody problem a completely statistical and thermodynamical solution, well within the context of Newtonian science, rather than a revolutionary new solution. Quantum theory really began in 1905 with Einstein's solution to the photoelectric effect.

Secondly, the purely philosophical issues leading to the Second Scientific Revolution have been completely subverted, ignored and lost to history by the shift of emphasis to a philosophical rivalry between determinism (classical and Newtonian) and indeterminism (quantum mechanical), which in turn was heavily influenced by the positivism adopted by scientists during the revolution. From a far broader historical and philosophical perspective, the real (unknown and unsuspected) revolution resulted from a shift in the boundaries between the realms of Mind (spirit) and Matter (the mechanical universe) that had originated with René Descartes during the Scientific Revolution of the seventeenth century before they were institutionalized by Isaac Newton in the Principia. Physics has always been about matter and the 'motion of matter', as it still is, but the fundamental nature of matter has never been discovered, nor has the
fundamental nature of the mind that perceives and conceives matter. Yet these facts have gone completely unmentioned and unexplored by scientists, scholars and academics alike.

Given this broader philosophical perspective, relativity theory actually forms a more realistic basis for the revolution than the quantum because relativity sought to completely change the scientific concept of matter by equating matter to space-time curvature. But that change never occurred, at least not yet. Relativity theory also took a positivistic turn early in its history, succumbing to the strong positivistic influences that dominated science during the era. Under the growing influence of positivism, science interpreted space-time curvature as an intrinsic property of the four-dimensional spacetime continuum instead of attaching any real physical meaning to the concept of curvature. General relativity was thus reduced to a secondary role in physics behind quantum physics. It became no more than a mathematical artifice and was given little or no physical meaning. Edwin Hubble's observation of an expanding universe was the only real physical success of any note that relativity could claim before the 1960s and it had very little to do with the common everyday physical phenomena that scientists investigate. Relativity had no practical uses in science and the everyday world, so it was relegated to an esoteric existence within theoretical physics.

The end product of this story is that physics is still dominated by the quantum paradigm today and the physical interpretation of relativity theory is given very little credence, at least nowhere near the fundamental influence in science that it has earned or deserves. Quantum theory is still considered the most accurate theory ever produced by the human mind, even though general relativity passed the quantum theory in accuracy of prediction more than a decade ago. The accuracy of general relativity continues to increase with each passing day: A satellite is currently testing frame dragging near the earth as well as microgravity and new tests of general relativity in the upper and lower extremes of its applicable range are being conducted in cosmology. Yet quantum theory and its underlying assumption of the discrete nature of reality still seem to dominate physics and science.

So, where and how did science, especially physics, go astray? The answer is not that hard to find. The revolution actually went astray before it started in 1900, primarily through the philosophical work and later influence of Ernst Mach and especially his followers. However, this interpretation of history should not be construed as implying that Mach's work was wrong, nor that it was bad or even unnecessary for the continuing progress of science. In all respects, Mach's work was in strict keeping with his era, extremely important to the history of science, completely necessary for his time and quite necessary for the continued advance of physics. Unfortunately, science has held on to Machian positivism for too long to benefit the latest and newest advances in physics. Science has outlived the strict Machian positivism to which it has adhered for the past century and needs to move on before nature forces the issue.

## II. MACHING MODERN PHYSICS

By the 1840s, Newtonian Natural Philosophy (physics) had become so successful that science achieved the status of a profession and Natural Philosophy split into the different branches of science that we know science by today. Within the next decade Newtonian successes continued with the development of thermodynamics and electromagnetic theory in physics and evolution within the sciences in general. Darwinian evolution was clearly a Newtonian mechanism. The Newtonian system of science was so successful that it began to consider problems that had been passed over in science's rapid rush forward as well as older problems that had been relegated to
religion and metaphysics by Descartes' division of Mind and Matter. Science began to think seriously about the origin and nature of life, mind and consciousness as well as matter. In some cases, the scientific speculations on these subjects went too far and too fast, so a scientific backlash developed. Science had also matured enough to sit back on its laurels and take a good look at itself as well as openly criticize its excesses. Not only were the most extreme scientific speculations on physical matters an open sore for conservative science, but the educated public seemed to go their own way with the changing standards be establishing movements like Modern Spiritualism. Under these circumstances, criticism of science and critical analysis of its development and procedures began to emerge. Within this context, the work of Ernst Mach seemed to capture the conservativism of science better than the work of any other scholar. Mach was not the only scientist or scholar to question the scientific and philosophical excesses of the era, but he was fairly outspoken and emerged as the chief spokesperson for the backlash.

Mach's system of logical empiricism quickly evolved into a logical or empirical positivism that denied the possibility that humans could ever directly know or experience either mind or material reality. Newtonian science had long been the ideal of objectivity, but science could no longer dissociate the observer and the observed material reality. Newtonian objectivity had been corrupted by the excesses of scientific speculation. In other words, science discovered that mind was just as important in physics as matter, but this fact was hidden by the adoption of Mach's positivism. The distinction between the mind that perceives matter and interprets the matter that it perceives had become blurred at the same time as the 'crises' in physics emerged and new discoveries were made (x-rays, the electron and radioactivity) that stretched the limits of physics. The boundaries between Cartesian/Newtonian Mind and Matter began to shift all the more erratically.

Mach himself advocated a middle-of-the-road approach to the Mind/Matter dichotomy without even acknowledging its existence, let alone its importance. Instead, Mach concentrated on 'sensations'. He declared that science (and thinking humans) can never know either mind or matter directly, because we only know of them through our sensations of the outside world (the physical environment). Science was therefore reduced to discovering efficient and economical systems of Natural Laws that reflected our sensations of reality rather than reality itself. The positivistic school of philosophy adopted Mach's views, or perhaps it was the other way around, but what developed in the following decades was the philosophical denial that science could ever know, understand or reduce either mind or consciousness on the one hand and matter or material reality on the other hand. Mach's positivism implied that if mind and matter were beyond direct knowledge and experience, then it was nonsense to consider them as subjects for direct investigation in science.

Others in the scientific community reacted to the same successes of Newtonian science and recognized the need for a new science of mind in the late 1800s. The philosophical subject of psychology was no longer about the philosophy of mind alone and the new science of psychology began to emerge. The birth of psychology resulted from the work of several scientists reflecting the importance, relevance and widespread nature of the issue of mind to science at that time. Wilhelm Wundt developed experimental psychology, Sigmund Freud developed medical psychology or psychiatry, Gustav Fechner developed psychophysics and William James developed the philosophical and paranormal basis of the new science. The new science was supposed to be about mind and consciousness, but it took a positivistic turn and was developed as a science of behaviorism after the 1913 work of John Watson. Behaviorism is no more
than Machian sensations applied to psychology, just as indeterminism is no more than Machian sensations and their limits applied to the quantum theory. Psychology lost consciousness and probably its mind in 1913, while ht rest of science silently acquiesced and thus seemed to agree that it did not 'matter'.

The revolution in physics was actually about the 'motion of matter', not about matter itself. Both of the crises, blackbody radiation and luminiferous aether, addressed physical interactions between matter and electromagnetic waves, while the new discoveries of x-rays, radioactivity and the electron also pointed toward a new understanding of matter and how matter interacted with waves. So it would seem that the second revolution should have been about matter directly, just as the new science of mind should have dealt directly with mind, but that was not the case. Instead the revolution in physics after 1900 addressed only the 'motion of matter'. In fact, the revolution redefined the 'motion of matter' in three different extremes. Motion was redefined at extremely high speeds near the speed of light in 1905 by special relativity, near extremely large gravitating masses by general relativity in 1915 and at the submicroscopic extremes (levels) of reality by Planck in 1900, Einstein in 1905, in orbits around atomic nuclei by Nils Bohr in 1913, as matter waves by Louis deBroglie in 1923, as probabilities by Werner Heisenberg in 1926 and finally as waves by Erwin Schrödinger in 1926.

While the motion of matter was redefined in the revolution, no definition of matter was ever attempted. The closest that scientists ever came to defining matter came in Einstein's general theory which equated matter to space-time curvature, but the positivistic philosophies rendered that curvature intrinsic to four-dimensional spacetime and therefore just a mathematical gimmick rather than a physical existence. The whole question of the ultimate nature of matter was left sorely open. In fact, the issue was completely sidestepped by changing the philosophical basis of the revolution to a rivalry between the forces of determinism and indeterminism and rendered irrelevant to the continued progress of physics under the guise of the quantum. Quantum theory had won the revolution at the expense of relativity theory and a direct interpretation of matter, but it brought with it the baggage of the discrete nature of matter as opposed to the continuous nature of matter. Yet the seed of the coming revolution was sown in quantum's incomplete view of nature.

## III. THE UNFINISHED REVOLUTION

In general, when human logic is applied to nature, it will eventually lead to a logical impasse because human logic does not perfectly duplicate the logic of nature. Furthermore, the ability of advancing technology to measure nature at its extremes eventually surpasses the ability of human logic to explain nature with any one given theory, so discrepancies between human explanations and nature tend to grow as time passes. In other words, nature rules over and hopefully guides the theories and hypotheses of science or, rather, the theories and hypotheses of mankind do not rule over nor do they guide nature. Nor is there anything in nature that guarantees that any specific human made theory will last forever and quantum theory makes a good example for this principle. Quantum theory is a very logical system, but as science and technology measure (and observe) nature ever more carefully and accurately the human logic of quantum theory has digressed further from the true logic of nature. Quantum theory does not have the innate ability to decide if it is a complete system, nature decides if quantum theory best represents her. While quantum theory claims to be complete, it needs to invoke both consciousness and entanglement (neither of which it can explain) from outside of its logical framework to make the theory work. Quantum
theory also needs to invent an ever increasing number of particles to support its discrete view of reality, a practice which is grossly $a d$ hoc at best.

In the past few decades, the most advanced theory in the quantum catalogue of theories, the Standard Model, has been making mistake after mistake. Gravitons and super-symmetry particles have never been detected. Nor have magnetic monopoles or the purported decay of protons been detected. Neutrinos have been found to have mass even though the Standard Model predicted that neutrinos should be massless. And finally, the Standard Model could not do away with mass so it is now looking for the Higgs particle (or field) to explain mass. At what point do scientists throw up their hands and consider the possibility that the Standard Model is pathological and moribund?

The Standard Model will eventually fail because the positivistic quantum hypothesis upon which it is ultimately based masks the central problem of science and reality, the Cartesian/Newtonian distinction between Mind and Matter (which only exists now in the difference between subjective and objective) by convincing everyone that determinism and indeterminism are the central and most fundamental issue in science. Quantum theory refuses to consider the ultimate nature of matter as an issue, so it keeps inventing new particles to account for the fundamental physical properties of real material particles. Properties of material particles are not themselves particles. Yet quantum theory still considers itself complete and assumes that any future unification with general relativity (gravity theory), which most scientists have only admitted is a worthy goal for physics in the past three decades, will be based on the quantum hypothesis. Quantum theory thus renders itself progressive in its own eyes as opposed to relativity, which it classifies as classical, as if classical is old fashioned and bad. While the results and predictions of quantum theory are valid within a specific range of phenomena, it is incomplete and limited to that range of phenomena alone. Otherwise, science may have reached the limits of the quantum hypothesis and alternatives may have become necessary. Pushing the quantum theory forward under these circumstances is just creating new paradoxes such as the ever growing number of 'elementary' particles.

Although quantum theory is incomplete in its most fundamental assumptions and aspects, stating so still remains heretical, at the very least, against the overwhelming popularity of the quantum paradigm. The fact that quantum theory is incomplete has been suspected since the development and takeover of quantum theory by quantum mechanics at the 1927 Solvay Conference. It is widely known that Einstein and Bohr debated this very issue and that Einstein 'lost' the debate, or that is how the story is told by the quantum historians who have written their own history. But other scientists also objected to the strict takeover of the quantum concept by quantum mechanics. Schrödinger never completely bought into the statistical (quantum mechanical) interpretation of his wave mechanics. Oskar Klein was talked out of his fivedimensional model of the quantum that was based upon Theodore Kaluza‘s unification of general relativity and electromagnetism. Louis deBroglie was also convinced that his theory of the 'double solution' was useless and he was converted to the quantum camp. Yet both Klein and deBroglie later returned to their original views and theories. Even Einstein later returned to criticize the quantum theory in what has become possibly the most misunderstood philosophical argument of all time, the 1935 EPR paper. And finally, Schrödinger developed his cat paradox and the concept of 'entanglement' in the 1930s to demonstrate how ridiculous quantum theory had become. But these were only seen as minor irritants and the Copenhagen Interpretation of the quantum prevailed.

The point is that these and other criticisms regarding the incomplete nature of the quantum theory were never really taken seriously because they did not take into account the real nature of that incompleteness: The failure to properly identify the root cause of the problem in the shifting boundaries between Mind and Matter. And this problem renders the Second Scientific Revolution incomplete, not just the quantum theory that emerged during the revolution. So the positivist takeover during of the second revolution doomed the revolution to only a partial completion, at best, and in so doing it also planted the seeds for the next revolution. The whole rise and takeover of the quantum concept by statistics and indeterminism, as institutionalized within the Copenhagen Interpretation, was pure positivism and thus incomplete by definition. Yet the effects of positivism went further and adversely influenced relativity, the alternative point-of-view. The possible physical reality of space-time curvature in a higher dimension implied a new fundamental way of conceptualizing the ultimate nature of matter, but Einstein and the relativists surrendered to positivism and reduced curvature to an 'intrinsic', purely mathematical (non-physical) property of the space-time continuum. Their surrender, coupled with the fact that relativity was totally impractical for nearly all scientific purposes for the next several decades, sealed the coffin for relativity as a competing theory to explain the most fundamental aspects of physical reality.

A higher-dimensional space would be necessary to the physical reality of spacetime or spatial curvature, but higher-dimensional spaces had never been sensed, perceived or observed in any manner, so they could not possibly exist according to the positivist doctrine. However, higher-dimensional space-times have become popular in the last three decades as the only way out of the quantum impasse. Yet even here the positivist doctrine has triumphed, because these higher dimensions of space-time have become unnecessarily 'compactified' to explain why they cannot be sensed, perceived or directly observed. The final acceptance and advocacy of higher dimensions, even in their 'compactified' form, is an integral part of the recent failure of quantum theory to progress independent of relativity as well as a quantum's answer to the recent surge of relativity theory.

## IV. THE SURGE

Since the 1960s, relativity theory has experienced rising fortunes. A new attitude about relativity has emerged. It is clearly evident that both general and special relativity were impractical before the 1960s. When Einstein died in 1955, only two universities in the United States offered courses on general relativity. Time dilation had only been confirmed in the late 1940s when mesons created in the upper atmosphere were detected at the surface of the earth. The concept of the expanding universe was well accepted, but an alternate explanation was also popular. What is now called the Big Bang theory was not a foregone conclusion as it is today since it was being challenged by the steady state theory. So the popularity and acceptance of general relativity was anything but overwhelming within the scientific community.

When Einstein developed general relativity he made three predictions. The first, the advance of the perihelion of Mercury was already known, so it readily confirmed Einstein's theory. The second prediction, that light rays would bend around massive objects such as the sun, was verified in 1919 by Sir Arthur Eddington. Yet the third prediction, that light coming out of a gravitational well would be shifted toward the red end of the light spectrum, had not yet been verified. The third prediction was only verified in 1959 with the Pound-Rebka experiment at Harvard. Technology had finally advanced to the point where R.V. Pound and G.A. Rebka could measure the red shift of
light between the bottom and top of the tower of a building at Harvard University. This experiment ushered in a new era of precision tests of general relativity. When these new precision tests are combined with the space exploration program and new and more accurate methods of observation in astronomy, a surge in the scientific knowledge and acceptance of relativity theory developed. Relativity had finally come of age. Quite simply, relativity theory had finally become practical in everyday science. Even the successes of general relativity in cosmology in the 1920s and 30s were not enough for relativity to challenge the priority and fundamental status of the quantum paradigm, but now the playing field was beginning to level out. Cosmology had always been far away from everyday life and thus impractical, but the space program brought cosmology and astronomy into everyone's homes.

On the other hand, quantum theory had always been closer to the world of experience and useful for understanding the atom. Quantum theory was also progressive during the period. Quantum field theory was developed in the late 1940s and quantum chromodynamics emerged in the 1960s. The weak nuclear field and electromagnetism were unified as the electroweak force, followed by unification with the strong nuclear force in the 1970s. Hope grew that the quantum theory would become the basis for a total unification of physics, i.e., lead to a single theory to explain all four natural forces (or interactions). So quantum scientists adopted Einstein's concept of unification, but differed from Einstein's continuous approach to the field by basing unification on the fundamental principle of discrete particles. In the late 1970s, the 'supergravity' theory was developed to unify physics, but this theory failed. However, the 'supergravity' theory adopted an eleven-dimensional Kaluza-Klein model for space-time, legitimizing the concept of higher dimensions of space and space-time in physics. In the 1980s, the superstring theorists adopted the notion of 'compactified' higher dimensions using the same Kaluza-Klein theory as their basis, further legitimizing the concept of higher dimensions of space and space-time, but these theories, along with their 'brane' theory progeny, have also failed. So it would seem that quantum approaches to unification have come up short handed, but mysteriously very few scientists have turned to the alternate view of approaching unification from the relativity (continuity) point-of-view.

Relativity had barely begun to challenge the quantum dominance of physics in the 1970s when unification became a popular subject and goal for the quantum theorists. Quantum theorists realized that they could not do without relativity, but nor could they do with it, so they adopted Einstein's goal of unification. The scientists proposing quantum unification surely saw this as the next step in the progress of quantum theory and have laid claim to be Einstein's heirs in the attempt to unify the quantum and the relativistic gravity field, but they are not approaching unification from the same direction or path that Einstein intended. They are not legitimate heirs to Einstein's ideas. The quantum paradigm still remained so strongly entrenched that very few scientists have dared to seek unification from the point-of-view of a strict physical interpretation of relativity theory. Relativity theory still has to breach the barrier of physicality that was established by the positivistic notion of intrinsic curvature decades earlier. Real curvature is extrinsic and requires a higher dimension of space or spacetime. However, nature began to intervene on behalf of relativity theory at this point in time when scientists discovered Dark Matter (DM).

In the 1970s, Vera Rubin and Kent Ford observed that stars in the rims of spiral galaxies moved at roughly constant speeds as if large quantities of invisible matter surrounded the galaxies in 'halos', but no corresponding matter had ever been observed. Their 'discovery' was not new because the phenomenon had first been noted by Fritz Zwicky and Sinclair Smith in the 1930s (Zwicky, 1933; 1937a; 1937b; Smith, 1936).

Zwicky had predicted the existence of some type of dark matter that affected the motion of stars in the arms of spiral galaxies. The existence of these halos was further confirmed when clusters of galaxies were observed to exhibit motions that could require as much as ten times the material content of the visible portions of the galaxies that makeup the clusters (Oort, 1940). However, this fact was not confirmed until the 1970s by Rubin and Ford. This anomaly was confirmed by further observations and the concept of galactic 'halos' and DM was born (Rubin and Ford, 1970; Rubin, et.al., 1985). Scientists assume that the halos are made of Cold Dark Matter (CDM) since no apparent source of these gravitational attractions is visible. The 'matter' in the halo is assumed cold because it has no discernible (or very low) kinetic energy, i.e., it is devoid of motion, whatever it is. It is dark because it neither emits nor reflects visible light nor other electromagnetic waves. The gravitational source is assumed to be material simply because science knows of nothing other than matter that can act gravitationally, so there is little reason to believe that CDM is the same as normal baryonic matter.

The mystery was further complicated by the discovery of what has been described as Dark Energy (DE) characterized by a negative pressure just a decade ago. This latest twist occurred in 1998 when teams headed by Saul Perlmutter and Adam Riess detected an increase in the expansion rate of the universe (Perlmutter, et al, 1999; Riess, et al, 1998). Both groups were investigating redshifts exhibited by Type Ia supernovae and noticed that these redshifts were dimmer by a small amount from that expected. The values thus obtained could only be explained by assuming that the expansion rate of the universe is increasing. The discovery was completely unexpected since the standard model of cosmology posits that the expansion should be slowly decreasing due to gravitational attraction. The only thing that could counteract gravitational attraction would be a small negative pressure and the concept of DE was born. The discoveries of both the CDM halos and DE have been at complete odds with general relativity since their discovery. They indicate two possibilities, something is wrong with general relativity or it is incomplete, yet general relativity seems perfectly valid in all other respects.

On the one hand, the discoveries of DM and DE have given particle physicists cause to rejoice in that they demonstrate problems with general relativity that quantum theorist hope to solve from their own quantum perspective. They also give quantum theorists a new reason to invent new particles to add to their particle zoo (such as WIMPS and accelerons), if not find new uses for previously suspected hypothetical particles whose existence and properties have not yet been verified (such as axions). On the other hand, there is no reason to believe that the DM and DE anomalies have anything to do with particle physics. Both problems seem to be more amenable to relativistic solutions. In fact, particle physicists have had to apologize for their inability to predict or explain the phenomena and are at a true loss to explain either anomaly. Yet the problems of DM and DE must be solved because they have been detected in nature and nearly everyone agrees that solving either of these problems, or both, will cause a scientific revolution.

From a strictly historical point-of-view, it is curious why no one questioned the fact and straightforward observation that galaxies have stable spiral arms in all the years that they have been observed. The fact that spiral arms even exist should have indicated that something was wrong with the rotation speeds of the stars and star systems that constitute the arms. Yet this simple fact went unnoticed for five decades before Rubin and Ford made their observations. Until the 1970s, science seemed blind to the modified speeds of stars that form galactic arms and imply the existence of the DM halo. These phenomena illustrate the dark side of science; the existence and nature of biased
observations that must be made to fit the accepted paradigm or go unrecognized (even when they are made subconsciously). In this case, science has only become mature enough to accept the existence of these obvious anomalies in the past few decades as the positivistic influence over science has weakened.

The stage has been prepared for a new revolution in science with the discoveries of DM and DE. The 'crises' for modern science have thus been identified and they have been recognized as revolutionary, such that either radical modification of old theories or a new theory needs to be developed to explain them. In any case, people now realize that a revolution will come in the form of a new theory of matter because nature has forced the ultimate nature of matter into the forefront of science with DM and DE. Yet experience has taught us that a theory of matter can be neither had nor complete without considering the role of the consciousness that perceives matter and material reality, so the next revolution will encompass both matter and consciousness.

## V. THE THIRD REVOLUTION IS ENGAGED

Scientists and academics alike missed the boat during the Second Scientific Revolution, although that assessment may be too harsh. Perhaps it would be more accurate to say that they just were not ready or prepared to take the ride that nature and the circumstances of their own successes offered them. Whichever the case may be, they did not directly address any scientific questions directly related to either mind (consciousness) or matter. They skirted the issues. The desire to bypass these thorny issues is so strong that some scientists still try to circumvent nature and the clues nature provides them that they are willing to claim that 'mathematics is the reality rather than the physical world' or that 'physics is really about information or processes', not about 'things'. These philosophies may look tempting and they may even work for a while, like quantum mechanics has worked for the past several decades, but nature would ultimately bring science back to the old standards of mind and matter if such philosophies were ever accepted by science. Such esoteric opinions are just not good physics, if they can be considered physics at all. Solving a problem by denying its existence is not solving the problem at all, it is just delaying the real solution. These mentalizations of physical science are not about answers, but about excuses for not finding answers. Yet some scientists still try to propose these tactics to obfuscate physics and press their own agendas. From the historical point-of-view, such proposals are indicative of the frustration and consternation that scientists are presently feeling for the lack of progress toward the scientific goal of unification, The search for unification seems stymied at present and will remain stymied as long as unification goes forward on the basis of the quantum hypothesis.

According to the prevailing attitude in the physics and general scientific communities today, physics as it is, in the form of quantum field theories and the Standard Model, are highly successful. In fact, most scientists believe that quantum theory is the most accurate theory ever developed, accurate to twelve decimal places. Furthermore, many scientists believe that quantum theory will eventually solve all the problems that nature presents it with. They also believe in the eventual development of a 'theory of everything' (TOE) based on the quantum theory and the discrete nature of reality that forms the basis of the quantum hypothesis. DM and DE can and will eventually be explained by WIMPs, MACHOs, neutrinos or some other quantum particles. These hopes are commonly and openly expressed within the physics community today and stories about these new wonders of physics are common fodder in the popular scientific media (magazines, journals and television documentaries about science). Fortunately, getting good press does not constitute scientific verification.

Within the more general scientific community, it is also commonly understood that the study of consciousness is rapidly growing as a new branch of science, but it is not limited to psychology. Consciousness studies, as it is called, is instead a multidisciplinary field. The human genome project and other advances are also changing biology and related fields. Under these circumstances, many scientists, scholars and academics have predicted that a revolution in science is coming, but they do not take their claims as seriously as they should.

To illustrate the point, numerous historical parallels between the situation in science today and the situation in science just prior to the Second Scientific revolution have become apparent in recent years. These parallels are not just coincidences, but rather historical markers that would normally precede scientific revolutions. If physics in the form of quantum field theories and the Standard Model are highly successful, so was Newtonianism in 1900. Most scientists believe that the quantum theory is the most accurate theory ever developed, accurate to twelve decimal places, but then so was Newtonianism in 1900. It does not matter that many scientists believe that quantum theory will eventually will solve all the problems that nature presents it with, the scientists of 1900 also thought that Newtonianism would solve all possible problems in nature just prior to the last revolution. Modern scientists also believe in the eventual development of a 'theory of everything' (TOE) based on the quantum theory and the discrete nature of reality that forms the basis of the quantum hypothesis, but then Newtonianism was thought to be universal in 1900. Newtonian physics was in essence a TOE in the minds of scientists a century ago. Nor does it matter that particle physicists believe that DM and DE can and will eventually be explained by WIMPs, MACHOs, neutrinos or some other quantum particles. Planck was just doing thermodynamics when he solved the blackbody paradox in 1900, while Lorentz and Fitzgerald solved the aether problem of their day within the Newtonian paradigm. The older solutions do not forestall a scientific revolution and the subsequent changes in paradigms. The new paradigm will re-solve the old problems according to its own tenets. While the study of consciousness is rapidly growing multidisciplinary branch of science today, it strictly parallels the early multidisciplinary development that established psychology as a science in the late 1900s. And finally, academics in the late nineteenth century had to deal with the ramifications of human evolution and Darwinism, while scientists today are dealing with the ramifications of mapping the human genome and related advances in the life sciences. It is déjà $v u$ all over again. If these indicators are to be believed, science is clearly on the verge of a Third Scientific Revolution, if that revolution has not already begun. The parallels and the historical signs and trends are just too great to ignore.

## VI. CONCLUSION

If we follow the recent historical trends within science to their logical conclusion, some notable features of the coming revolution begin to emerge: The last scientific revolution was left incomplete due to an overzealous positivistic response to new theoretical work in describing nature. Thus seeds were sown for a new revolution in the future and the new revolution is presently at hand. Whether the new revolution began yesterday, will begin today or will begin tomorrow is an unanswered question. But it is quite possible and quite reasonable that the Third Scientific Revolution has already begun. Recent historical trends indicate that the quantum paradigm's fundamental hypothesis is failing while the relativistic point-of-view is gaining an ever larger and more serious scientific audience.

The Standard Model of quantum theory has been shooting blanks with its predictions for the past several years and seems to have reached a plateau of accuracy some time ago, while general relativity is just becoming more and more accurate with recent experiments. All attempts to quantize gravity have utterly failed and compromise approaches such as quantum loops, superstrings and brane theories that attempt to retain or explain the continuity of relativity while saving the phenomena and particle structure of quantum theory have gone nowhere in spite of their phenomenal popularity. They are incapable of rendering testable predictions. So it would seem that the quantum point-ofview of physical reality is slipping while the relativistic point-of-view is surging. In this picture of an emerging Third Scientific Revolution, the Standard Model is the 'aether vortex' theory of this era and quantum loops, superstrings and branes are the idle speculations resulting from a paradigm in trouble and grasping at straws. They are all competing theories and thus the hallmark of a pre-revolutionary period, but the real competition is between the quantum hypothesis of the discrete nature of reality and the relativity hypothesis of the continuous nature of reality. So the real competing theories are the quantum theory and relativity, which offer mutually exclusive views of nature. And, of course, we have the modern 'crises' that precede the revolution in the form of DM (the modern parallel with the luminiferous aether problem) and DE (the modern parallel with the blackbody paradox). From these comparisons it should become evident that a revolution is indeed in the making if not already in progress.

The advantage of studying recent historical trends in physics is that they point the way toward the new theory and paradigm, whether it has already been proposed, or not. The trends indicate that the new theory (paradigm) will be based upon continuity and the relativistic concept of field, although it will be a completely physical concept of field, i.e., the field will be characterized by physical constants such as permittivity, permeability and Planck's constant. The field will be hyper-dimensional and nonEuclidean. Curvature will be an extrinsic property of the four-dimensional space-time continuum, thus requiring a physical interpretation of relativity theory and curvature. And finally, this revolution will be as much about consciousness and mind as it is about matter, realizing the aspirations of the minority of scientists who studied mind before the last revolution. DM and DE will be defined and explained, but so will the mind and consciousness that observes and perceives them, rendering this the most significant revolution of all.
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# THE FUNDAMENTAL NATURE OF RELATIVITY 
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While the confirmed existence of Dark Matter (DM) and Dark Energy (DE) forms a serious and indeed revolutionary problem for physics, they are actually easy to explain if the reality of a fourth macroscopically extended spatial dimension is assumed. The four-dimensionality of space is best portrayed in the case of galactic formation in the early universe, where the DM halo that surrounds spiral galaxies can be modeled. DM is nothing more than spatial curvature in the higher fourth dimension that is not associated with local matter (matter inside the spiral galaxy itself), but is instead the result of an interaction between local matter and the overall curvature of the universe. This model yields a definition of DE that also depends on curvature in the fourth dimension in that it predicts the increasing expansion rate of the universe. The model is strictly geometrical and it does not readily reduce to a simple algebraic formula. Yet the geometry does lead to testable predictions rendering the model falsifiable and a classical algebraic formula that adequately describes the gravitational source of the DM in the geometry of the fourth dimension does emerge upon further consideration of how galaxies evolve by the accretion of material bodies gravitating toward the central core. This formula can also be quantized and relativized and thus leads to a complete unification of physics that once again establish the fundamental nature of relativity.
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## I. INTRODUCTION

The scientific community is presently faced with two serious anomalies that are rapidly evolving into crises: DM and DE. Neither comprehensive nor accurate solutions to either of these anomalies have been advanced although dozens of suggestions and hypotheses have been proposed. It has become common practice to solve these problems independently, even though it is commonly believed that they must eventually have a single solution. However, it is actually simpler to find a geometrical solution to the CDM problem first and then use geometry to demonstrate the presence of DE. In this case, the solution to both anomalies is rather straight forward and proceeds from a simple hypothesis that space actually has a fourth macroscopically extended dimension.

The problems of DM and DE must be solved because these quantities have been detected in nature. Stars in the rims of spiral galaxies have been observed to move at constant speeds as if large quantities of invisible matter surround the galaxies in 'halos', but no corresponding matter has ever been observed. Vera Rubin and Kent Ford discovered this phenomenon more than three decades ago (Rubin and Ford, 1970; Rubin, et.al., 1985), although Fritz Zwicky and Sinclair Smith had originally predicted DM during the 1930s (Zwicky, 1933; 1937a; 1937b; Smith, 1936). The existence of these halos was further confirmed when clusters of galaxies were observed to exhibit motions that could require as much as ten times the material content of the visible
portions of the galaxies that makeup the clusters (Oort, 1940). Scientists assume that the halos are made of CDM since no apparent source of these gravitational attractions is visible. The 'matter' in the halo is assumed cold because it has no discernible (or very low) kinetic energy, i.e., it is devoid of motion, whatever it is. It is dark because it neither emits nor reflects visible light nor other electromagnetic waves. The gravitational source is assumed to be material simply because science knows of nothing other than matter that can act gravitationally, so there is little reason to believe that CDM is the same as normal baryonic matter.

The mystery was further complicated by the discovery of what has been described as a DE characterized by a negative pressure just a decade ago. This latest twist occurred in 1998 when teams headed by Saul Perlmutter and Adam Riess detected an increase in the expansion rate of the universe (Perlmutter, et al, 1999; Riess, et al, 1998). Both groups were investigating redshifts exhibited by Type Ia supernovae and noticed that these redshifts were dimmer by a small amount from that expected. The values thus obtained could only be explained by assuming that the expansion rate of the universe is increasing. The discovery was completely unexpected since the standard model of cosmology posits that the expansion should be slowly decreasing due to gravitational attraction. The only thing that could counteract gravitational attraction would be a small negative pressure and the concept of DE was born. The discoveries of both the CDM halos and DE have been at complete odds with GR since this discovery and indicate that either something is wrong with GR or it is incomplete.

According to GR, at least in its classical interpretation, curvature is an intrinsic property of the space-time continuum. However, the universe can also be modeled as a positively curved three-dimensional Riemannian surface within a four-dimensional embedding space evolving in time or a curved four-dimensional space-time embedded in a fifth spatial dimension. Models that require an extrinsic curvature in a higher dimension are completely compatible with GR. The concept of a higher-dimensional embedding space exhibiting the extrinsic curvature of normal space-time is not new and has been investigated by others (Misner, et.al., 1973).

The Einstein Radius of the surface, $\mathrm{R}_{\mathrm{E}}$, is so large that global curvature is nearly flat on the local scale. At least no discrepancies between the global curvature at the local level and the local curvature derived from normal matter and small material objects can be detected. Gravitational forces on the very small scale are insignificant as is the global curvature. On the other hand, the curvature of space-time on the local astronomical scale, i.e. within individual star systems where gravity dominates, is so great that it masks (overwhelms any effects of) the global curvature derived from the universe as a whole.

In other words, individual material objects from small dust particles to large stars only seem or 'appear' to conform to the overall large-scale curvature of space-time because the global curvature of the universe is extremely small and thus insignificant in any local regions of space. However, more complex stellar structures that are very large on the astronomical scale, such as spiral galaxies, would not necessarily conform to the overall Riemannian curvature of the universe. So, if the universe is five-dimensional and the fifth dimension is space-like and macroscopically extended, both the halos surrounding spiral galaxies and the increasing rate of expansion of the universe could be accounted for as a difference between local material structures and the global Riemannian curvature.

## II. THE DM SOLUTION

Large astronomical objects on the order of galaxies follow a specific evolutionary and growth pattern. A plane of rotation along which it grows outward characterizes each galaxy. If the universe is four-dimensional, then the plane of rotation begins its growth cycle from a central point on the positively curved Riemannian surface that represents the global material content of the universe, such as a sphere. However, the galactic plane quickly extends beyond the Riemannian curvature of the universe as the galaxy continues to grow larger.


Fig. 1 - A galaxy grows outward three dimensionally beyond the positive curvature of the universe

The galaxy as a whole is too large to conform to the overall curvature of space (or space-time) in the higher embedding spatial dimension. In more realistic terms, a galaxy evolves a small amount at a time as the core and spiral arms of the galaxy emerge from primordial gas and dust clouds. As the core forms, matter accretes to the core and spreads outward over time from the center, creating the rotational plane. The gravitational forces of the clumping matter act in only three dimensions relative to the galaxy itself rather than relative to the 'exterior' three-dimensional relative space established by the rest of the universe. In other words, the galaxy forms outwardly along a three-dimensional tangent line that is perpendicular to the radius of the threedimensional positively curved surface of the universe.

It is a commonly accepted fact that matter curves space-time rather than the reverse, so the very slight overall curvature of space-time is not strong enough to 'pull' the growing galactic plane of matter 'down' to the surface of the positively curved universe as the galaxy forms. Global curvature is just not strong enough to influence the local three-dimensional gravitational forces within a galaxy. As a galaxy grows outward from its three-dimensional gravitational center or core, the halo also grows in direct proportion along the increasing radius of the galactic body, at least until the building (or material accumulation) phase of the galaxy is complete and the radius stabilizes at a roughly constant value. At first, no halo is evident because it is masked by the strong local gravitation of the core, but as the radius increases outward and gravitational forces weaken with distance, as the inverse square, the galactic rim exceeds the overall curvature of space and the halo begins to directly influence the rotational speeds of individual stars and star systems.


Fig. 2: The halo forms around the galaxy to maintain three-dimensional continuity with the rest of the universe

The galaxy must remain three-dimensional within its own material self, according to its own internal forces and fields (electrical and gravitational), but it must also appear to conform to the three-dimensional curvature of the universe in general, such that the rotational plane must remain continuous with the rest of the universe, thus producing a physical discrepancy or what could be called a dimensional gap.

This discrepancy would only be noticed for large astronomical objects such as galaxies whose radial size extends beyond the strong local gravitational curvature of their central cores and the ultimate size of the discrepancy (the 'height' of the gap) would depend directly on the radius of any particular galaxy. Yet galaxies must also remain continuous with the global curvature due to the rest of the universe at each and every point within their interior. In other words, this discrepancy can only be overcome if the curvature of the universe bends toward the outer edge of galactic rims, thus maintaining the continuity of the three-dimensional gravitation and electromagnetic fields that distinguish galaxies as individual objects. This extra bending of the curvature beyond the normal confines of the materiality of the galaxy would outwardly appear as anomalous matter in that its gravitational effect on stars in the spiral arms of any galaxy would be observed 'as if' a halo of unknown and invisible matter surrounded the galaxy.

There is no question that our common space of observation is three dimensional. All material bodies and objects, large or small, appear to conform to the threedimensionality of our common space. However, this fact alone does not and cannot guarantee that space has only three dimensions. The three dimensionality of space is determined by the outward relative appearances of the material objects that we perceive, so higher dimensions are possible so long as all observable material objects are confined to the same three-dimensional portion of space. So the excess curvature due to this dimensional gap only need 'appear to pull' dimensionally displaced galactic rims down to conform to the three-dimensional curvature of the space-time continuum. Thus we have the CDM halo.


Fig. 3: Astronomers 'observe' galaxies as part of our three-dimensional surface with the added 'halos'

The idea of the universe pulling a galactic rim down to its surface is far too anthropomorphic a description, but it is still a useful idea for picturing the halos.

According to this theoretical model, astronomers should detect an unspecified and normally unsuspected 'halo' of space-time curvature around three-dimensional galaxies of sufficient size even though such 'halos' of curvature seem unrelated to the normal gravitational curvature established by the core matter of the galaxies. In other words, this model would still predict the existence of halos even if their influence on rotational speeds had never before been observed. Astronomers observe the halos' effects from within the three-dimensional global surface, so they can only view the halo and the galaxy as they appear within that same three-dimensional surface, even though many galaxies are actually extended beyond the curvature of this surface. Under these circumstances, galaxies larger than a certain minimum radius could only be observed to exist within the continuous three-dimensions of normal space if the halos exist as described.

A far more accurate view of the phenomenon would include the local curvature due to the matter within the galactic core. The core matter provides the gravitational forces that direct the growth of galaxies and later guides the various star systems in their orbits around the galactic axis. The orbiting bodies actually follow geodesics along the 'extrinsically' curved surface of three-dimensional space due to the presence of matter at the core.


Fig. 4: The galactic plane portrayed as a surface of potential with halos
In this case, the curvature would represent the gravitational field potential that orbiting star systems and other material bodies follow. The rim of the galaxy, which conforms to the overall curvature of the space-time continuum between the galactic core and the halo, would form a gravitational equipotential surface. In other words, the speeds of all objects lying in the galactic rim would move at approximately equal speeds because they lie along a common constant potential surface, except for small local variations.

The dimensional gap acts as an extra source of potential that influences rotational speeds of stars around the galactic core. The gap's contribution to the speed would appear as a straight line extending from the zero point (the galactic center or galactic axis of rotation) to the furthest star in the rim in a simple graph of rotational speeds. The contribution of dimensional-gap potential would only become obvious further away from the core because the gravitational potential due to the core's matter dominates at shorter distances, resulting in the constant speed of stars and star systems in the rims of the galaxies.


Fig. 5: The rotational speeds of stars in Andromeda result from normal gravitational potential and the added energy potential due to the dimensional gap

The solid line summing the normal gravitational and the dimensional gap contributions to speed represents the speeds that are observed for different galaxies, but it is also the line that sums the normal gravitational contributions of the curve and the contribution to potential from the dimensional gap. The graph shown in this case is for Andromeda. In other words, this model precisely predicts the observed physical characteristics and gravitational effects of the CDM halo.

## III. DE PREDICTED BY THE MODEL

Any physical model or theory is only as good as its usefulness for calculations and its ability to make verifiable predictions. This model is no different. However, unlike other models and explanations of DM, this model makes several testable and easily verifiable predictions. This model predicts that the expansion rate of the universe is undergoing a period of increase. The increase occurs during the mature and old age phases of a galaxy's lifetime. Conversely, the expansion rate must have been decreasing or slowing at an unprecedented rate during an earlier period in the history of the universe corresponding to the galaxy-building era or phase.

Quite beyond any questions whether the expansion will ultimately stop and reverse, continue forever or stabilize, the standard cosmological model assumes that the rate of expansion is roughly constant. Within this context, the Einstein Radius is increasing and the universe is moving toward a flatter curvature.


Fig. 6: The universe expands outward in four-dimensional space over time to close the gap
As the universe expands, the dimensional gap between the positively curved surface of the universe and any given spiral galaxy is decreasing. The extra potential
energy that is normally derived from the dimensional gap is slowly leaking away, but it must return to the universe as a whole. This means that the DE in and around galaxies is very slowly decreasing. This energy or curvature must return to the universe as a whole and thus serves to increase the expansion rate of the universe.

Given the number of galaxies in the universe, their average radius and mass distribution, the amount of DE returning to the universe could easily be calculated and compared to the observed increase in expansion rate. In other words, the dimensional gap between the galaxies and the global Riemannian surface gives extra potential energy to the stars in the galactic rims. As the universe expands and grows older the dimensional gaps associated with different galaxies is decreasing and, according to the conservation of energy, the potential energy associated with that decrease returns to the universe as a whole, which in turn accelerates the rate of expansion of the universe.

## IV. ADDITIONAL CONSIDERATIONS

From all of our 'normal' experience of the past, science can only conclude that matter is three-dimensional at both the microscopic and macroscopic levels of reality. Science determines the three-dimensionality of space from the relative positions of three-dimensional bodies of matter. However, this neither guarantees nor necessitates the three-dimensionality of space itself. Space could have any number of dimensions so long as matter itself, as far as we perceive it, is confined to just three of those dimensions. All normal matter must be confined to the same three-dimensional space. Yet we only 'perceive' the outward surfaces of material particles and bodies. In other words, the absolute outward three-dimensionality of elementary material particles and extended material bodies is sufficient to explain the relative positions of matter, but it is not enough to guarantee that space is limited to only three dimensions.

The perceived existence of three-dimensional matter neither necessitates nor guarantees the corresponding three-dimensionality of space. Nor does the perceived outward three-dimensionality of matter require that all characteristics and properties of matter be three-dimensional, i.e., intrinsic to three-dimensional space. The only property of matter that need be intrinsic to three-dimensional space is the outward appearance of material particles by which the position relative to other material bodies is determined. So matter, or the material particles that ultimately constitute gross matter, could be inwardly higher dimensional while showing an outward appearance of threedimensionality. Under these conditions, matter could have other-dimensional (extrinsic) properties that differ from the (intrinsic) properties of matter in three-dimensional space.

It is not the material content of the particles as measured by their mass that determines the materiality of any given material object as much as it is the fields that define the materiality of physical objects. A common object such as a table or chair is mostly empty space, relative to the actual amount of matter from which the table or chair (as measured by the mass of the elementary particles that constitute the atoms and molecules in the object) is normally identified as material. All common material objects are mostly empty space, far more devoid of matter than not, given the total volume or spatial extension of the material particles that constitutes the object. What we sense as material objects are actually defined by the electromagnetic and gravitational fields that hold the true material particles of the object together and allow us to identify them as individual material objects for physical considerations. A spiral galaxy is a typical although extremely large three-dimensional material object. So the gravitational, electrical and magnetic forces that hold it together define a spiral galaxy, not the curved space-time through which we 'sense' or observe the galaxy from afar.

The three-dimensionality of a galaxy is not defined by the three-dimensionality of the universe, as represented by the surface curvature of space-time. Nor is it defined by the actual material mass of the galaxy. Three-dimensionality is a property of the object as a whole, not external to the object and thus not determined by the threedimensionality of external relative space-time. So a three-dimensional object, if it is large enough, need not follow nor be restricted by the three-dimensional surface of the universe as it curves in the higher fourth spatial dimension. This logical argument further confirms the notion that a three-dimensional galaxy is independent of the threedimensionality of the external spatial curvature of the global space-time that surrounds it. Thus it forms a halo of curvature as described above.

Since the fourth dimension of space is real and curvature is an extrinsic property of four-dimensional space-time in the higher dimension, rather than an intrinsic property of space-time as commonly believed, the overall or global curvature of spacetime also becomes the source of the observed Hot Dark Matter (HDM). The global curvature of space-time in a three-dimensional Riemannian sphere embedded in a fourdimensional space results from the total material content of the universe. This curvature extends throughout the normally empty space (at least empty of normal matter) that exists between all material bodies in the universe in roughly equal proportions, just as HDM is believed to fill all of space between material bodies. Therefore, HDM is just the average and normal space-time curvature of the universe in a Riemannian surface in the higher dimension. DM itself is nothing but space-time curvature that is not normally associated with local matter, but is instead either associated with, or the product of, the total (global) material content of the universe.

## V. THE THEORETICAL STRUCTURE

Rather conveniently, a theoretical structure for a five-dimensional space-time already exists. Theodor Kaluza added a fifth dimension to GR to further expand the theory (Kaluza, 1921), but he gave no physical meaning to his fifth dimension. It was merely a mathematical device that he used to derive both Maxwell and Einstein's equations from a 'single field' model of the universe. Kaluza obtained the proper mathematical formulations for gravity and electromagnetism in spite of his purely mathematical interpretation of the higher dimension, but this restriction left his model with no predictive capabilities. His mathematical model merely duplicated the formulas and equations that were already known, so Kaluza's theory was not well received by a scientific community that was far more concerned with quantum theory than with relativity theory. Simply put, Kaluza's five-dimensional model was not falsifiable as it was originally conceived.

However, endowing Kaluza's fifth dimension with a physical reality guarantees the falsifiability and explanatory power of the five-dimensional model while retaining the unification of general relativity and electromagnetism that Kaluza obtained. All that is necessary is to determine the physical properties of the fifth physical dimension, which could be difficult because it is generally assumed that any higher embedding dimension has no direct sensible or measurable effect on physical phenomena. This belief, albeit false, renders the simple solution of a fourth dimension of space quite radical because it requires such an assumption to explain 'why' the fourth dimension does not influence normal phenomena. In fact, the influence of the embedding higher dimension is quite common across the spectrum of phenomena investigated by science, if one knows what to look for. That influence is, precisely, the observed effects of DM and DE.

The fifth dimension of the space-time continuum is space-like rather than temporal, but differs radically from the ordinary three dimensions of space. Matter is clearly three dimensional as are the electric field and electric potential, yet the magnetic field strength varies over normal three-dimensional space while the magnetic vector potential that the mathematical formulas describing the magnetic field indicate is perpendicular to the three dimensions of normal space. According to Maxwell's electromagnetic theory, the magnetic field $\mathbf{B}$ is associated with a vector or magnetic potential A such that

$$
\operatorname{Curl} \mathbf{A}=\mathbf{B} \quad \text { and } \quad \operatorname{Div} \mathbf{B}=0 .
$$

Accordingly, the magnetic field strength $\mathbf{B}$ is a three-dimensional quantity, but the vector potential varies along a line that is perpendicular to three-dimensional space at each point in three-dimensional space. The quantity $\mathbf{A}$ is not subject to physical measure under normal circumstances, as has been the case, but it still must exist. Variations in A cannot be measured because they occur in the fourth dimension of space, along lines extended through all points in three-dimensional space in a fourth direction perpendicular to the three-dimensional space. This model of the Maxwell field theory is completely compatible with the Kaluza five-dimensional model of space-time. William K. Clifford first suggested a four-dimensional electromagnetic model of space of this type well over a century ago (Clifford, 1870; 1885).

So a fourth dimension of space is implied by Maxwell's electromagnetic theory, although this spatial dimension would be unique in its differences with the other three dimensions of space. The physical space constituting our universe could therefore be considered a four-dimensional space for the purposes of scientific analysis under proper time-independent physical conditions (Beichler, 2007). A single field that is the precursor to the known normal physical fields as well as matter itself, all of which are specific field-density structures within the single field, occupies the five-dimensional space-time indicated by Kaluza's mathematical model. Einstein attempted to develop a mathematical model of this single field, which he called "unified field theory", during the last decades of his life. Although this fourth dimension of space is macroscopically extended, it remains closed with respect to the three normal dimensions of space, such that it does not alter Kaluza's unification in any manner (Einstein and Bergmann, 1938; Einstein, Bergmann and Bargmann, 1941; Beichler, 2007). Within this context, the four-dimensional spatial model reduces CDM and the galactic halo to a simple geometric problem.

This simple fact poses a serious problem, at the very least, for any theory that depends on the compactification of higher dimensions. Under these circumstances, compactification is neither justified nor required from either the theoretical or a purely philosophical perspective. Kaluza's original five-dimensional model depended upon two stated mathematical conditions, plus another assumed condition and one suggestion. Kaluza required that (1) the higher dimension be closed with respect to four-dimensional space-time and (2) the A-lines that connected points in the normal four-dimensional space-time continuum through the higher dimension are of equal length. Kaluza assumed continuity in the higher dimension, just as continuity exists in the normal dimensions. Otherwise, he only suggested that any extension in the fifth direction must be very small because we cannot sense or detect that higher dimension.

Oskar Klein took advantage of Kaluza's suggestion and related the periodicity in the higher dimension, what has been called the 'cylindrical condition', to the quantum (1926a; 1926b; 1927; 1939; 1947). Yet Klein did not go beyond Kaluza's mathematical
conditions, nor did he contradict them in any way. Klein only followed one of the possible legitimate paths that could be used to extend Kaluza's theory. Klein was trying to unify relativity and the quantum, but his efforts failed, by his own admission. In the 1980s, the string theorists were in a quandary on how to develop their own quantum model further when they rediscovered and then adopted Klein's extension of Kaluza's model, but they expanded Klein's extension of Kaluza's model to include several more dimensions without considering how doing so might affect the original unification that was accomplished using only a five-dimensional model.

Kaluza placed no physical conditions on his higher dimension, so varying the field density neither affects nor harms his unification. So instead of using Klein's approach, the density of space in the fifth direction could be varied such that our material world only inhabits a thin three-dimensional 'sheet' of extremely high single field density, extending through a slice of the four-dimensional space (or fivedimensional space-time), while the overall extension in the fourth direction of space remains macroscopic. The width of the three-dimensional 'sheet' would be extremely small, but not infinitesimally small, and still define the quantum. The width of the 'sheet' also defines our material world of senses and perceptions as far as they correspond to Newtonian and classical physics. Einstein and his colleagues followed this second path of application in the late 1930s, but applied it unsuccessfully because they never completely understood the versatility and finer geometrical points of the five-dimensional approach, such that they did not consider the possibility that space had physical properties such as a varying density.

If the extension of our three-dimensional space in the fourth direction is macroscopic, then a small but finite 'minimum' width of three-dimensional space must exist. This minimum 'width' in the higher dimension is necessary to create the threedimensionality of matter as observed. On the other hand, there is absolutely no reason to assume that this minimum width is as small as the Planck length. Describing the threedimensional 'thickness' or 'effective width' of the 'sheet' as a 'minimum' value better conforms to the quantum interpretation of material reality and is, in fact, proportional to the quantum. The discrete quantum enters the continuous field model through the concept of this 'minimum' or 'effective width' of our three-dimensional space in the fourth direction, such that the 'effective width' is proportional to the fine-structure constant.

In fact, the 'effective width' defines the common quantum of action as expressed in the quantum theory. The 'effective width' equals the product of the fine structure constant and the proton width, or about $1 / 137 \times 10^{-15}$ meters, leaving the 'sheet' continuous along its macroscopic extension in the fourth direction. To further maintain continuity in the fourth direction, we could picture successive layers of threedimensional space, each having the same 'effective width', stacked on top of each other in the fourth direction of space like the pages of a book or onion skins. Each successive layer, defined by equal 'effective widths', would correspond to the principle quantum numbers used in quantum mechanics, while the density of the single field would fall off by a factor of $1 / \mathrm{r}^{4}$ as distance from the center of the three-dimensional 'sheet' increases in the fifth dimension of space-time.

## VI. THE ALGEBRAIC FORM

Although the above geometrical description of DM and DE is simple and straightforward, converting the geometry into an equivalent algebraic form is not so simple. However, an algebraic description of the process and phenomenon can be derived from another direction. Particle physicists claim that the CDM that constitutes
the galactic halos must be composed of particles, usually referred to as WIMPs (weakly interacting massive particles). Yet the CDM that seems to constitute the halo could not possibly be particulate. CDM is only known by its gravitational effect on star systems in the galactic arms and gravity is always attractive and only attractive. So, if CDM in the halo were particulate, exhibiting normal gravity, it would have been attracted to the center of the galactic core during the accretion era of galaxy formation and would not have accumulated to form a halo around the galaxy. Therefore, CDM cannot be particulate by any standards that science now accepts.

On the other hand, CDM might still be particulate without exhibiting normal gravity. For instance, if CDM were particulate, but characterized by anti-gravity or gravitational repulsion, then it would have been repelled outward during the accumulation era of the galactic building process toward the halo. However, the CDM particles would then have dissipated into the emptiness of space between galaxies rather than accumulate and form galactic halos. So, if particulate, CDM could not exhibit 'levity' or 'anti-gravity' either. The only possibility left would be that CDM only 'seems' to be repelled during the accretion phase, but also acts like normal gravity, attractive, to form the galactic halo, which does not completely make sense given science's present understanding of gravity. The only way for this set of circumstances to occur would be if gravity acted centripetally rather than radially such that CDM could accumulate to make the halo.

Take for example a round rod rotating about a central point along its length. Two sliding ring weights are placed on either side of the central axis of rotation. As the rod rotates the rings would be forced outward to the ends of the rod by their inertia according to Newton's first law of motion, but still be held to the center axis of rotation. This is the same commonly known action that holds the moon in orbit about the earth. CDM mimics this motion in that it moves to the outer expanses of galaxies like sliding weights on rotating poles. This process would only be possible if CDM was the result of a tangential component of gravitational attraction coupled to the normal radial component of gravity, which does not require separate and distinct particles of CDM. Normal gravity has an unsuspected tangential component, so the normally gravitating particles which constitute the galaxy also form the CDM halo.

In essence, the present scientific view of gravity is incomplete in both its Newtonian and Einsteinian forms, but then that incompleteness has already been suggested by the observed presence of DM and DE. In other words, the total force on matter due to gravity has not yet been established or accounted for by science. In fact, the formula for the gravitational force should include a new tangential component and the tangential component would indicate the existence of a fourth spatial dimension in addition to the normal three. In this case, a gravitational analogy could be made to the relationship between electricity and magnetism. Like electricity and magnetism, we could have a form of gravity and 'gravnetism'. In electromagnetic theory, science accepts a specific relationship between the vector potential (A) and the magnetic field (B), such that Curl $\mathbf{A}=\mathbf{B}$ and Div $\mathbf{A}=0$. So a similar relationship would exist between a gravitational vector potential and the external gravity field such that $\operatorname{Curl} \mathbf{W}=\boldsymbol{\Gamma}$ and Div $\mathbf{W}=0$, where $\mathbf{W}$ represents the gravity vector potential and $\boldsymbol{\Gamma}$ the 'gravnetic' field strength. It could then be argued that both $\mathbf{B}$ and $\boldsymbol{\Gamma}$ are four-dimensional fields because the 'del' function represents three-dimensional space and the Curl (del cross product) is thus a direction orthogonal to normal three-dimensional space.

The total gravitational force could then take a form something like the Lorentzian force for electromagnetism, or

$$
\mathbf{F}=\mathrm{q} \mathbf{E}+\mathrm{q} \mathbf{v} \times \mathbf{B}
$$

So for gravity, the total force would be

$$
\mathbf{F}_{\mathrm{G}}=\mathrm{mg}+\operatorname{mv} \times \boldsymbol{\Gamma}
$$

where $g$ represents the normal radial component of gravity and $\Gamma$ represents the new tangential portion of gravity or the 'gravnetic' field. The quantity mv would be limited by boundary conditions of the physical model such that the CDM component of curvature in the fourth direction goes to zero at the galactic center and reaches a maximum value at the extreme radius of the galaxy, yielding a geometric picture that duplicates the one explained above. Thus, the higher the gravitational induced $\mathbf{v}$ of material bodies near the core, the higher the four-dimensional spatial component according to Special Relativity, i.e., more apparent inertia at higher speeds, so the interaction is less with the four-dimensional component of $\Gamma$.

The quantity $\Gamma$ represents the external 'gravnetic' field due to the rest of the universe and mv represents the 'gravnetic' field due to the individual material objects that constitute a galaxy. However, in an even broader sense, the quantity mv can represent any individual material body and the formulation becomes valid for all material bodies. In the case of a spiral galaxy, the four-dimensional components of gravity for both quantities would add together since gravity is only attractive and thereby create the halo of CDM. Since mv represents the inertia of moving bodies relative to $\Gamma$, the rest of the universe, the quantity ' $\mathrm{mv} \times \boldsymbol{\Gamma}$ ' can be interpreted as a mathematical formulation of Mach's Principle.

Like the vector potential in electromagnetic theory, the gravitational vector potential could not be directly measured. Its existence is only apparent by its physical side-effects and the mathematical formulation. Potential, both the scalar and vector varieties, exists in each and every point of space occupied by fields, but only the potential difference is measurable. In the case of scalar potential, the electric potential difference is measured as volts, but there is no measurable magnetic equivalent in the form of the vector potential because the vector potential difference only exists between two points that are separated along the fourth direction of space. In general, vector potentials are non-measurable because they vary in the fourth direction of our fourdimensional space, or rather along the fifth direction of a five-dimensional space-time. Nor are the direct effects of the gravitational vector potential normally observed. For individual objects, the mass is so small and thus the 'gravnetic' effect so extremely weak that the gravitational vector potential is masked by ordinary gravity. This masking effect would hold for objects up to the size of individual star systems. The 'gravnetic' effect is only observable for objects the size of galaxies because the radial distances are so great that normal gravity does not mask the effect.

The units for $\boldsymbol{\Gamma}$ would be $1 / \mathrm{sec}$, rendering $\boldsymbol{\Gamma}$ a frequency. Waves have frequencies, material bodies do not, yet a frequency could be associated with every material body that is moving since moving material bodies are associated with deBroglie waves. Gravity waves predicted by GR would also exhibit a frequency so the quantity ' $\mathrm{mv} \times \Gamma$ ' would indicate that the inertia of moving bodies in a galaxy (mv) would interact with the gravity field of the rest of the universe $(\boldsymbol{\Gamma})$ via gravitational waves. Since the quantity ' $\mathrm{mv} \times \Gamma$ ' is a new mathematical representation of Mach's Principle, the local mv (or inertia) interacts with the rest of the universe represented by $\Gamma$, allowing science to understand and define the inertia of a material body relative to the whole universe as a four-dimensional property of matter. By interpreting inertia in
this way, relativity is related back to Newton's first law of motion, which, of course, accounts for the tangential component of gravity appearing to migrate (being just more pronounced) to the outer edge of a galaxy from our three-dimensional perspective.

A frequency associated with CDM indicates periodicity and thus 'closure' in the fourth direction of space or the fifth dimension of space-time. Closure in the fifth dimension is a fundamental requirement of Kaluza's original five-dimensional unification of general relativity and electromagnetism. To develop his five-dimensional model, Kaluza set two mathematical conditions or restrictions. Each point in normal space-time has a component in the fifth dimension defined as an A-line that is orthogonal to the four-dimensional space-time continuum, such that (1) The fifth dimension is closed along the A-lines with respect to the ordinary four dimensions of space-time and (2) all A-lines are of equal length. These conditions were necessary for Kaluza to mathematically derive the electromagnetic equations from his fivedimensional model. However, the closure condition introduces a periodicity into the fifth dimension of space-time that could be associated with the frequency of the 'gravnetic' field $\boldsymbol{\Gamma}$. In other words, the five-dimensional interpretation of this model leads directly to a complete unification of general relativity and the electromagnetic theory as suggested in the parallels between the Lorentz force and the new gravity equation as stated above. This implies that both Einstein and Friedman's tensor equations could be altered to account for CDM using this model.

Furthermore, a quantum equivalent to this formulation, using deBroglie's concept of a matter wave, could possibly account for the structure of electronic orbits in atoms, or at least show that gravity considerations correspond to whole number waves along orbital paths. On a still larger scale, this mathematical model might also account for the Titus-Bode structure in star systems as well as planetary rings. But a more direct relationship to the quantum can be easily seen. Using the deBroglie matter wave of $\lambda_{\text {matter }}=\mathrm{h} / \mathrm{mv}$ we can restate the new gravitational formula in quantum terms. From deBroglie's equation we get $\mathrm{mv}=\mathrm{h} / \lambda$, but also $\mathrm{v}=\mathrm{f} \lambda$ so that $\mathrm{mv}=\mathrm{hf} / \mathrm{v}$. Therefore,

$$
\mathbf{F}=\mathrm{mg}+(\mathrm{hf} / \mathbf{v}) \times \boldsymbol{\Gamma},
$$

which constitutes a quantum approximation of gravity. The quantity ( $\mathrm{hf} / \mathrm{v}$ ) represents a material wave moving outward along the radius $\mathbf{r}$ while $\Gamma$ represents the frequency of the incoming universal gravity wave, thus creating a standing wave interference pattern that could act to guide electrons in their orbits around atomic nuclei. Otherwise, a similar although large-scale standing material wave pattern would be created around the galaxy, i.e., the halo. The standing wave pattern would actually amount to a real curvature in the fourth dimension of space. So, from a three-dimensional perspective, the halo of real curvature (the resonant wave) would appear to be material, but not particulate. Individual material bodies and extended objects (star systems and etc.) would just be complexes of resonant wave patterns in four-dimensional space while we perceive or sense real curvature in four-dimensional space as matter and material bodies in our commonly sensed three-dimensional space, given the relativistic perspective. Otherwise, material objects could be considered complex superposition patterns from the quantum perspective.

## VII. CONCLUSION

The confirmed existence of DM in both the galactic halo and more generally throughout the emptiness of space between material bodies offers clear observational evidence of the existence of a macroscopically extended fourth dimension of space.

Although a macroscopically extended fourth dimension of space was first used as a hypothesis by which the CDM halo could be explained, the fact that the concept of a fourth dimension so fully explains the observations leads to the conclusion that the fourth dimension is not a hypothesis, but rather a physical reality. This evidence is irrefutable, although alternative hypotheses to explain DM will surely persist far into the future because the implications of a real fourth dimension of space are extremely radical compared to the present worldview of science and culture.

As an added bonus, this model also explains DE and unifies the quantum and relativity within a single theory. Although only a new Newtonian formula for gravity has been developed, the tensor equivalents to this formulation are implied. DM is nothing more than the real extrinsic curvature of the four-dimensional space-time continuum that is not directly associated with local matter, but is a consequence of the non-local material content of the universe that determines the global curvature of the universe. DE is just the field 'thickness' of three-dimensional space in the fourth spatial dimension. This explanation of DM and DE is extremely simple, but it will be difficult for many scientists and scholars to accept. Simple ideas are quite often the hardest to accept and the easiest to overlook when proposed as solutions to the most difficult and pernicious problems in science. And yet the reality of a fourth dimension is actually an old question in science.

Scientists have sought evidence of a higher dimension of space, as exhibited by curvature, since the days of Friedrich Gauss (Scholz, 2005), but the search has never before been a priority because there has never been more than an esoteric need to discover the next higher dimension of space. In the late nineteenth century, when a few forward thinking scientists were actually using parallax measurements of stars to look for a suspected space curvature, the French mathematician Henri Poincaré stated that he would rather change the basic laws of optics than accept the possibility that space might be curved (Poincaré, 1892). Poincaré's statement clearly reflected the existence of a three-dimensional bias in science and that bias is still prevalent today.

The scientific and cultural bias against the possibility of a higher dimension is symptomatic of a deeply rooted positivistic attitude in science that has held sway over science since the late 1900s and poses a real problem for solving the DM and DE crises even today. However, a need for using higher-dimensional spaces in physics has developed in the past few decades and hyper-dimensional theories have become commonplace in theoretical physics to explain some of the stranger and more exotic phenomena observed in nature. Unfortunately, hyper-dimensionality has only been accepted because of the supposed compactification of the higher dimensions that 'saves the phenomena' described within the present paradigms of physics: Compactification is no more than a positivistic compromise that circumvents any possible reality of a physical fourth dimension of space.

Scientists who are presently attempting to develop hyper-dimensional theories in physics seem never to have studied the mathematical properties and consequences of a single higher dimension or they would have realized that only a single higher dimension is necessary to unify physics and account for the observed physical properties of reality. Instead, they have adopted as many as six or seven extra dimensions, if not more, to account for the extra degrees of freedom that they need to unify different physical theories, which is a bad practice. They are merely offering a compromise between physical reality and the quantum paradigm that could account for the discrete nature of the quantum. The fourth dimension alone has a rich enough group of properties to render still higher dimensions of space unnecessary at this time.

The fourth dimension of space differs from the ordinary three by far more than just another degree of freedom for physicists to play with. It has unique physical properties and special characteristics that will further impact science and physics, so ordinary physics will eventually need to be rewritten to cope with this new higherdimensional reality. Unfortunately, many scientists and scholars will not easily give up their hyper-dimensional compromises or the alternative theories that they have constructed on that hypothesis and accept the simplicity of a single continuous higher dimension. Too many scientists are too enamored with the purported fundamental nature of the quantum and their own mathematical prowess and dexterity to seriously consider the simpler physics and mathematics of continuity in the next higher dimension. They are just following Poincare's solution of fitting an incorrect theory to reality rather than accept the reality that nature shows them. Accepting the reality of a fourth dimension will be neither simple nor easy for science, but science will eventually be forced toward acceptance by the evidence provided by nature.
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## I. CONVENTIONS AND ABBREVIATIONS

The sign conventions for the metric and curvature tensors are $(-,+,+)$ in the terminology of Mismer, Thorne \& Wheeler [1]. That is, the metric signature is (+,-,-,-).

For this paper we use geometric units in which $\mathrm{c}=\mathrm{G}=1$. (Except the $\S 4.22$ ). The following symbols and abbreviations are used throughout:
$\partial_{\mu}$ or ${ }_{, \mu}$
partial derivative
$\mathrm{D}_{\mu}$ or ${ }_{; \mu} \quad$ covariant derivative
ln natural logarithm
$\mathrm{i}, \mathrm{j}, \mathrm{k}, \ldots$ Latin indices equal to $1,2 \& 3$
$\lambda, \mu, v, \ldots \quad$ Greek indices equal to $0,1,2, \& 3$
cst constant quantity
4. laplacian on a four dimensional manifold
$[,]_{\mathrm{L}}$ Lie's brackets
$\approx \quad$ Asymptotically equal to
\# Approximately equal to
Keywords: non charged matter, Riemannian manifold $U$, gravitational field, general relativity theory.

PACS number:02.40.Ky/04.20.-q

## II. INTRODUCTION AND HYPOTHESIS [5]

The study of the movement of the non charged matter lead to consider that the space-time is a four dimensional differentiable Riemannian manifold $U$ whose the metric tensor $g$ has the signature (+,-,-,-).

$$
\begin{equation*}
\mathrm{ds}^{2}=\mathrm{g}_{\lambda \mu} \mathrm{dx}_{\lambda} \mathrm{dx}_{\mu} \tag{1.1}
\end{equation*}
$$

For example the space-time of the rotating disk is not flat.
On the other hand we reject, with J. L. Synge, the weak equivalence principle. We utilise, for describe the non charged matter, three fields on the manifold $U$ :

- The inertial field who is a field of symmetric connection $\Gamma$.
- The matter field who is a field q taking its values in a three dimensional manifold.
- The gravitational field who is a real scalar field $\Phi$.

From now we suppose that the matter is a perfect fluid with an equation of state

$$
\rho=\varphi(p)
$$

where $\rho$ is the density and p the pressure of the fluid, the habitual hypothesis of approximation lead to the lagrangians :

$$
\begin{gathered}
\mathrm{L}_{\text {inert }}=\mathrm{g}^{\lambda \mu} \mathrm{R}_{\lambda \mu} \sqrt{ }(-\mathrm{g}) \\
\mathrm{L}_{\text {grav }}=-2 \Phi_{, \lambda} \Phi^{\prime \lambda} \sqrt{ }(-\mathrm{g}) \\
\mathrm{L}_{\text {mat }}=-16 \pi \rho \sqrt{ }(-\mathrm{g})
\end{gathered}
$$

$$
\begin{gathered}
\mathrm{L}_{\text {mat }+ \text { grav }}=-16 \pi \rho \mathrm{f}(\Phi) \sqrt{ }(-\mathrm{g}) \\
\mathrm{L}=\mathrm{L}_{\text {inert }}+\mathrm{L}_{\text {grav }}+\mathrm{L}_{\text {mat }+ \text { grav }} \\
\mathrm{L}=\left\{\mathrm{g}^{\lambda \mu} \mathrm{R}_{\lambda \mu}-2 \Phi_{, \lambda} \Phi^{\prime \lambda}-16 \pi \rho \mathrm{f}(\Phi)\right\} \sqrt{ }(-\mathrm{g})
\end{gathered}
$$

where $R_{\lambda \mu}$ is the Ricci tensor of the connection $\Gamma ; \rho=\rho\left(q^{j}, \operatorname{det}\left(q^{j}{ }_{, \lambda} q^{k}, \lambda\right)\right)$; $f$ is a function describing the interaction between the matter and the gravitational field, with $f(0)=1$.

The constants in (1.2) are done by choice of the units. The eulerian equations for $\Gamma$ show that $\Gamma$ is the riemannian connection of $U[9$ p. 338 to 345].

The other equations are (we don't write the equations for the $q^{j}$ ):

$$
\begin{align*}
& \dot{\alpha} \Phi=4 \pi f^{\prime}(\Phi) \rho  \tag{1.3}\\
& \mathrm{R}_{\lambda \mu}-1 / 2 \mathrm{R} \mathrm{~g}_{\lambda \mu}=8 \pi \mathrm{~T}_{\lambda \mu} \tag{1.4}
\end{align*}
$$

Where $\mathrm{R}=\mathrm{g}^{\lambda \mu} \mathrm{R}_{\lambda \mu}$ is the Riemannian curvature of $\mathrm{U}, \Phi=\Phi^{, \lambda}$; and :

$$
\mathrm{T}_{\lambda \mu}=\mathrm{T}_{\lambda \mu}\left(\mathrm{L}_{\text {mat }+ \text { grav }}\right)+\mathrm{T}_{\lambda \mu}\left(\mathrm{L}_{\text {grav }}\right)
$$

But $f(\Phi)$ is independent of $g_{\mu \mu}$ hence we have :

$$
\begin{gather*}
\mathrm{T}_{\lambda \mu}\left(\mathrm{L}_{\text {mat }+\mathrm{grav}}\right)=\mathrm{f}(\Phi) \mathrm{T}_{\lambda \mu}\left(\mathrm{L}_{\mathrm{mat}}\right) \\
\mathrm{T}_{\lambda \mu}=\mathrm{f}(\Phi)\left((\rho+\mathrm{p}) \mathrm{u}_{\lambda} \mathrm{u}_{\mu}-\mathrm{p} \mathrm{~g}_{\lambda \mu}\right)-\left\{\Phi_{, \lambda} \Phi_{, \mu}-1 / 2 \mathrm{~g}_{\lambda \mu} \Phi_{, \lambda} \Phi^{, \lambda}\right\} / 4 \pi \tag{1.5}
\end{gather*}
$$

## III. HOLONOMIC MEDIUMS [2]

If we assume that $U$ contains a material distribution such as the stress-energy tensor can be written:

$$
\begin{equation*}
\mathrm{T}_{\lambda \mu}=\mathrm{r} \mathbf{u}_{\lambda} \mathbf{u}_{\mu}-\theta_{\lambda \mu} \tag{2.1}
\end{equation*}
$$

where $r$ is a positive scalar; $u_{\lambda}$ is the 4 - velocity of the medium; $\theta_{\lambda \mu}$ is a symmetrical covariant tensor.

Then the distribution described by $\mathrm{T}_{\lambda \mu}$ can be called a holonomic medium if and only if the vector K defined by:

$$
\begin{equation*}
r K_{\mu}=D_{\lambda} \theta_{\mu}^{\lambda} \tag{2.2}
\end{equation*}
$$

is a gradient. So we take:

$$
\begin{equation*}
\mathrm{K}_{\lambda}=\partial_{\lambda} \ln \mathrm{F} \tag{2.3}
\end{equation*}
$$

$r$ being the pseudo-density and $F$ the index of the distribution.
In that case the flow lines of the medium are geodesics of the conformal metric:

$$
\begin{equation*}
\mathrm{d} \sigma^{2}=\mathrm{F}^{2} \mathrm{ds}^{2}=\gamma_{\lambda \mu} \mathrm{dx}_{\lambda} \mathrm{dx}_{\mu} \tag{2.4}
\end{equation*}
$$

The tensor metric $\gamma$ is thus the only one having physical reality. Consequently, the notions of time and space must be deduced from it.

We define the vortex tensor of the medium by:

$$
\begin{equation*}
\Omega_{\lambda \mu}=\partial_{\lambda}\left(\mathrm{Fu}_{\mu}\right)-\partial_{\mu}\left(\mathrm{Fu}_{\lambda}\right) \tag{2.5}
\end{equation*}
$$

A. Lichnerowicz says that the motion of a holonomic medium is without vortex or irrotational if and only if:

$$
\begin{equation*}
\Omega_{\lambda \mu}=0 \tag{2.6}
\end{equation*}
$$

It is important to remember that a perfect fluid of density $\rho$ and pressure p has a stress-energy tensor:

$$
\begin{equation*}
\mathrm{T}_{\lambda \mu}=(\rho+\mathrm{p}) \mathrm{u}_{\lambda} u_{\mu}-\mathrm{p} \mathrm{~g}_{\lambda \mu} \tag{2.7}
\end{equation*}
$$

If an equation of state $\boldsymbol{\rho}=\boldsymbol{\varphi}(\mathbf{p})$ exits the perfect fluid is a holonomic medium with:

$$
\begin{equation*}
\mathrm{r}=\rho+\mathrm{p} \quad \mathrm{~F}=\exp \left(\int \mathrm{dp} /(\rho+\mathrm{p})\right) \tag{2.8}
\end{equation*}
$$

## III. COMOVING COORDINATE SYSTEMS AND ABSOLUTE TIME [3], [4],

$$
[6],[7]
$$

Definition. It is said that a coordinate system of $U$ is comoving if and only if:

$$
\begin{equation*}
u^{\mathrm{i}}=0 \tag{3.1}
\end{equation*}
$$

Hence, we have:

$$
\begin{equation*}
\mathrm{u}^{0}=1 / \sqrt{ }\left(\mathrm{g}_{00}\right) \quad \mathrm{u}^{\lambda}=\delta_{0}^{\lambda} / \sqrt{ }\left(\mathrm{g}_{00}\right) \quad \mathrm{u}_{\lambda}=\mathrm{g}_{0 \lambda} / \sqrt{ }\left(\mathrm{g}_{00}\right) \tag{3.2}
\end{equation*}
$$

Theorem 3.1: Let a holonomic medium then it exists a comoving coordinate system such we have:

$$
\begin{equation*}
\left.\mathrm{d} \sigma^{2}=(\mathrm{dx})^{0}\right)^{2}+2 \gamma_{0 \mathrm{i}} \mathrm{dx} \mathrm{dx}^{0}+\gamma_{\mathrm{ij}} \mathrm{dx} \mathrm{x}^{\mathrm{i}} \mathrm{dx}{ }^{\mathrm{j}} \tag{3.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\partial_{0} \gamma_{0 i}=0 \tag{3.4}
\end{equation*}
$$

Proof. With the possible coordinate transformations we can choose the value of four quantities, hence it exists a comoving coordinate system such that $\gamma_{00}=1$ i.e.

$$
\mathrm{u}^{1}=\mathrm{u}^{2}=\mathrm{u}^{3}=0 \& \gamma_{00}=1
$$

We note $\Gamma_{\mu \nu}^{\lambda}$ the Christoffel symbol of $d \sigma^{2}$, the geodesic equation of $d \sigma^{2}$ is:

$$
\begin{equation*}
\mathrm{d}^{2} \mathrm{x}^{\lambda} / \mathrm{d} \sigma^{2}+\Gamma_{\mu \nu}^{\lambda}\left(\mathrm{d} x^{\mu} / \mathrm{d} \sigma\right)\left(\mathrm{d} x^{v} / \mathrm{d} \sigma\right)=0 \tag{3.5}
\end{equation*}
$$

The coordinates are comoving, hence the curves $\left(\mathrm{x}^{1}, \mathrm{x}^{2}, \mathrm{x}^{3}\right)=\mathrm{cst}$ are geodesic i.e.

$$
\mathrm{dx}^{\mu} / \mathrm{d} \sigma=\delta^{\mu}{ }_{0}
$$

(3.5) gives $\Gamma^{\lambda}{ }_{00}=0$ hence

$$
\Gamma^{\mathrm{i}}{ }_{00}=1 / 2 \gamma^{\mathrm{i} \lambda}\left(\partial_{0} \gamma_{0 \lambda}+\partial_{0} \gamma_{\lambda 0}-\partial_{\lambda} \gamma_{00}\right)=0
$$

Hence

$$
\gamma^{\mathrm{ij}} \partial_{0} \gamma_{0 \mathrm{j}}=0
$$

And

$$
\partial_{0} \gamma_{0 i}=0
$$

That completes the proof.
Theorem 3.2: Let a holonomic medium where the motion is without vortex:

1) It exists a comoving coordinate system such that:

$$
\begin{align*}
& \mathrm{d} \sigma^{2}=\mathrm{dt}^{2}-\eta_{\mathrm{ij}} \mathrm{dx} \mathrm{dx}^{\mathrm{i}}  \tag{3.6}\\
& \mathrm{ds}^{2}=\mathrm{dt}^{2} / \mathrm{F}^{2}-\mathrm{h}_{\mathrm{ij}} \mathrm{dx} \mathrm{x}^{\mathrm{i}} \mathrm{dx}^{\mathrm{j}} \tag{3.7}
\end{align*}
$$

Where $\mathrm{h}_{\mathrm{ij}}$ is definite positive.
2) $r \sqrt{ }(h) / F=C\left(x^{1}, x^{2}, x^{3}\right)$

Where $\mathrm{h}=\operatorname{det}\left(\mathrm{h}_{\mathrm{ij}}\right)$.

## Proof.:

Firstly, we apply the theorem 1 and we utilize a comoving coordinate system satisfying to (3.3) \& (3.4).

$$
\begin{gathered}
\mathrm{F}^{2} \mathrm{~g}_{00}=\gamma_{00}=1 \\
\mathrm{~g}_{00}=1 / \mathrm{F}^{2}
\end{gathered}
$$

We consider the vorticity tensor:

$$
\begin{gathered}
\Omega_{\lambda \mu}=\partial_{\lambda}\left(\mathrm{Fu}_{\mu}\right)-\partial_{\mu}\left(\mathrm{Fu}_{\lambda}\right) \\
\Omega_{\lambda \mu}=\partial_{\lambda}\left(\mathrm{F}^{2} \mathrm{~g}_{0 \mu}\right)-\partial_{\mu}\left(\mathrm{F}^{2} \mathrm{~g}_{0 \lambda}\right) \\
\Omega_{\lambda \mu}=\partial_{\lambda} \gamma_{0 \mu}-\partial_{\mu} \gamma_{0 \lambda}
\end{gathered}
$$

The movement is without vortex hence:

$$
\Omega_{\lambda \mu}=0
$$

Hence with (3.4)

$$
\partial_{\mathrm{i}} \gamma_{0 \mathrm{j}}=\partial_{\mathrm{j}} \gamma_{0 \mathrm{i}} \quad \partial_{0} \gamma_{0 \mathrm{i}}=0
$$

Hence it exits a numerical function $C=C\left(x^{1}, x^{2}, x^{3}\right)$ such as:

$$
\begin{gathered}
\gamma_{0 \mathrm{i}}=\partial_{\mathrm{i}} \mathrm{f} \\
\text { Let } \mathrm{t}=\mathrm{x}^{0}+\mathrm{f} \\
\mathrm{dt}=\mathrm{dx}^{0}+\partial_{\mathrm{i}} \mathrm{fdx}=\mathrm{dx}{ }^{0}+\gamma_{0 \mathrm{i}} \mathrm{dx} \\
\mathrm{dt}^{2}=\left(\mathrm{dx}^{0}\right)^{2}+2 \gamma_{0 \mathrm{i}} \mathrm{dx}^{0} \mathrm{dx}^{\mathrm{i}}+\gamma_{0 \mathrm{i}} \gamma_{0 \mathrm{j}} \mathrm{dx} \mathrm{dx}^{\mathrm{i}} \mathrm{~d} \\
\left(\mathrm{dx}^{0}\right)^{2}+2 \gamma_{0 \mathrm{i}} \mathrm{dx}^{0} \mathrm{dx}^{\mathrm{i}}=\mathrm{d} \tau^{2}-\gamma_{0 \mathrm{i}} \gamma_{0 \mathrm{j}} \mathrm{dx} \mathrm{~d}^{\mathrm{i}} \mathrm{dx}^{\mathrm{j}}
\end{gathered}
$$

We put in (3.3)

$$
\begin{gathered}
\mathrm{d} \sigma^{2}=\mathrm{dt} t^{2}+\left(\gamma_{\mathrm{ij}}-\gamma_{0 \mathrm{i}} \gamma_{0 \mathrm{j}}\right) \mathrm{dx} \mathrm{dx}^{\mathrm{i}} \\
\text { Let } \eta_{\mathrm{ij}}=\gamma_{0 \mathrm{i}} \gamma_{0 \mathrm{j}}-\gamma_{\mathrm{ij}}
\end{gathered}
$$

We obtain (3.6)

$$
\mathrm{d} \sigma^{2}=\mathrm{dt}^{2}-\eta_{\mathrm{ij}} \mathrm{dx} \mathrm{x}^{\mathrm{i}} \mathrm{x}^{\mathrm{j}}
$$

Lastly with $h_{i j}=\eta_{i j} / F^{2}$ we are:

$$
\mathrm{ds} s^{2}=\mathrm{d} \sigma^{2} / \mathrm{F}^{2}=\mathrm{d} \tau^{2} / \mathrm{F}^{2}-\mathrm{h}_{\mathrm{ij}} \mathrm{~d} \mathrm{x}^{\mathrm{i} d x^{\mathrm{j}} .}
$$

Secondly, we write the conservation identities.

$$
\begin{gathered}
\mathrm{D}_{\lambda} \mathrm{T}_{\mu}^{\lambda}=0 \\
\mathrm{D}_{\lambda}\left(\mathrm{ru}^{\lambda} \mathrm{u}_{\mu}\right)-\mathrm{D}_{\lambda} \theta_{\mu}^{\lambda}=0 \\
\mathrm{D}_{\lambda}\left(\mathrm{ru}^{\lambda} \mathrm{u}_{\mu}\right)-\mathrm{r} \partial_{\lambda} \mathrm{F} / \mathrm{F}=0
\end{gathered}
$$

We use a classical expression of the divergence of a symmetric tensor and the components of the 4 -velocity.

$$
\begin{gathered}
\mathrm{u}^{\lambda}=\mathrm{F} \delta_{0}^{\lambda} \quad \& \quad \mathrm{u}_{\lambda}=\delta^{0}{ }_{\lambda} / \mathrm{F} \\
\partial_{\lambda}\left(\mathrm{r} \delta_{0}^{\lambda} \delta^{0}{ }_{\mu} \sqrt{ }(-\mathrm{g})\right) / \sqrt{ }(-\mathrm{g})-1 / 2\left(\partial_{\mu} \mathrm{g}_{\alpha \beta}\right)\left(\mathrm{r} \delta^{\alpha}{ }_{0} \delta^{\beta}{ }_{0} \mathrm{~F}^{2}\right)-\mathrm{r} \partial_{\mu} \mathrm{F} / \mathrm{F}=0 \\
\text { Where } \mathrm{g}=\operatorname{det}\left(\mathrm{g}_{\lambda \mu}\right)=\mathrm{h} / \mathrm{F}^{2} \\
\text { Therefore } \\
\partial_{\lambda}\left(\mathrm{r} \delta_{0}^{\lambda} \delta_{\mu}^{0} \sqrt{ }(\mathrm{~h}) / \mathrm{F}\right) \mathrm{F} / \sqrt{ }(\mathrm{h})-1 / 2\left(\partial_{\mu} \mathrm{g}_{00}\right)\left(\mathrm{r} \mathrm{~F}^{2}\right)-\mathrm{r} \partial_{\mu} \mathrm{F} / \mathrm{F}=0
\end{gathered}
$$

But $\mathrm{g}_{00}=1 / \mathrm{F}^{2}$

$$
\begin{gathered}
\partial_{0}\left(\mathrm{r} \delta^{0}{ }_{\mu} \sqrt{ }(\mathrm{h}) / \mathrm{F}\right) \mathrm{F} / \sqrt{ }(\mathrm{h})-1 / 2\left(-2 \partial_{\mu} \mathrm{F} / \mathrm{F}^{3}\right)\left(\mathrm{r} \mathrm{~F}^{2}\right)-\mathrm{r} \partial_{\mu} \mathrm{F} / \mathrm{F}=0 \\
\partial_{0}\left(\mathrm{r} \delta_{\mu}^{0}{ }_{\mu} \sqrt{ }(\mathrm{h}) / \mathrm{F}\right) \mathrm{F} / \sqrt{ }(\mathrm{h})=0 \\
\partial_{0}\left(\mathrm{r} \delta_{\mu}^{0}{ }_{\mu}(\mathrm{h}) / \mathrm{F}\right)=0 \\
\partial_{0}(\mathrm{r} \sqrt{ }(\mathrm{~h}) / \mathrm{F})=0
\end{gathered}
$$

That completes the proof.
The two theorems preceding have an important consequence.
The time $t$ is the same for all points of $U$ in relative rest. Therefore this is an absolute time defined with a univocal manner.

## IV. FUNDAMENTAL PROPERTIES OF THE GRAVITATIONAL FIELD IV.A - Trajectories in a gravitational field

We consider a gravitational field interacting with a perfect fluid; we have with the notations of the paragraph 1 :

$$
\begin{equation*}
\mathrm{T}_{\lambda \mu}=\mathrm{f}(\Phi)\left((\rho+\mathrm{p}) \mathrm{u}_{\lambda} \mathrm{u}_{\mu}-\mathrm{p} \mathrm{~g}_{\lambda \mu}\right)-\left\{\Phi_{, \lambda} \Phi_{, \mu}-1 / 2 \mathrm{~g}_{\lambda \mu} \Phi_{, \lambda} \Phi^{, \lambda}\right\} / 4 \pi \tag{4.1}
\end{equation*}
$$

Theorem 4.1: A gravitational field interacting with a perfect fluid is a holonomic medium with a pseudo-density:

$$
\begin{equation*}
r=(\rho+p) f(\Phi) \tag{4.2}
\end{equation*}
$$

and an index :

$$
\begin{equation*}
\mathrm{F}=\mathrm{f}(\Phi) \mathrm{F}_{0} \tag{4.3}
\end{equation*}
$$

where $\mathrm{F}_{0}=\exp \left(\int \mathrm{dp} /(\rho+\mathrm{p})\right)$ is the index of the fluid only.
More over the trajectory of a test-body in a gravitational field is a geodesic of the conformal metric :

$$
\begin{equation*}
\mathrm{d} \sigma^{2}=\left(\mathrm{f}(\Phi) \mathrm{F}_{0}\right)^{2} \mathrm{ds}^{2} \tag{4.4}
\end{equation*}
$$

Proof.:

Necessary we have $\mathrm{r}=(\rho+\mathrm{p}) \mathrm{f}(\Phi)$ and :

$$
\begin{gathered}
\mathrm{T}_{\lambda \mu}=\mathrm{f}(\Phi)\left((\rho+\mathrm{p}) \mathrm{u}_{\lambda} \mathrm{u}_{\mu}-\mathrm{p} \mathrm{~g}_{\lambda \mu}\right)-\left\{\Phi_{, \lambda} \Phi_{, \mu}-1 / 2 \mathrm{~g}_{\lambda \mu} \Phi_{, \lambda} \Phi^{, \lambda}\right\} / 4 \pi \\
\mathrm{~T}_{\mu}^{\lambda}=\mathrm{f}(\Phi)\left((\rho+\mathrm{p}) \mathrm{u}^{\lambda} \mathrm{u}_{\mu}-\mathrm{p} \mathrm{~g}^{\lambda}{ }_{\mu}\right)-\left\{\Phi^{, \lambda} \Phi_{, \mu}-1 / 2 \mathrm{~g}_{\mu}^{\lambda} \Phi_{, \lambda} \Phi^{, \lambda}\right\} / 4 \pi \\
\mathrm{~T}_{\mu}^{\lambda}=\mathrm{r} \mathrm{u}^{\lambda} u_{\mu}-\theta_{\mu}^{\lambda}
\end{gathered}
$$

where:

$$
\begin{gathered}
\theta_{\mu}^{\lambda}=\mathrm{f}(\Phi) \mathrm{pg}_{\mu}^{\lambda}+\left\{\Phi^{, \lambda} \Phi{ }_{, \mu}-1 / 2 \mathrm{~g}^{\lambda}{ }_{\mu} \Phi_{, \lambda} \Phi^{, \lambda}\right\} / 4 \pi \\
\mathrm{D}_{\lambda} \theta_{\mu}^{\lambda}=\partial_{\mu}(\mathrm{f}(\Phi) \mathrm{p})+\left\{\mathrm{D}_{\lambda}\left(\partial^{\lambda} \Phi\right) \partial_{\mu} \Phi+\partial^{\lambda} \Phi \mathrm{D}_{\lambda}\left(\partial_{\mu} \Phi\right)-\mathrm{D}_{\mu}\left(\partial_{\lambda} \Phi\right) \partial^{\lambda} \Phi\right\} / 4 \pi
\end{gathered}
$$

$$
\begin{gathered}
\mathrm{D}_{\lambda} \theta^{\lambda}{ }_{\mu}=\partial_{\mu}(\mathrm{f}(\Phi) \mathrm{p})+\left\{\mathrm{D}_{\lambda}\left(\partial^{\lambda} \Phi\right) \partial_{\mu} \Phi+\partial^{\lambda} \Phi\left[\mathrm{D}_{\lambda}\left(\partial_{\mu} \Phi\right)-\mathrm{D}_{\mu}\left(\partial_{\lambda} \Phi\right)\right]\right\} / 4 \pi \\
\mathrm{D}_{\lambda} \theta_{\mu}^{\lambda}=\partial_{\mu}(\mathrm{f}(\Phi) \mathrm{p})+\left\{\mathrm{D}_{\lambda}\left(\partial^{\lambda} \Phi\right) \partial_{\mu} \Phi+\partial^{\lambda} \Phi\left[\partial_{\lambda}, \partial_{\mu}\right]_{\mathrm{L}} \Phi\right\} / 4 \pi \\
\mathrm{D}_{\lambda} \theta_{\mu}^{\lambda}=\partial_{\mu}(\mathrm{f}(\Phi) \mathrm{p})+\boldsymbol{\operatorname { C }} \Phi \partial_{\mu} \Phi / 4 \pi \\
\mathrm{D}_{\lambda} \theta^{\lambda}{ }_{\mu}=\partial_{\mu}(\mathrm{f}(\Phi) \mathrm{p})+\mathrm{f}^{\prime}(\Phi) \rho \partial_{\mu} \Phi \\
\mathrm{D}_{\lambda} \theta_{\mu}^{\lambda}=(\rho+\mathrm{p}) \mathrm{f}^{\prime}(\Phi) \partial_{\mu} \Phi+\mathrm{f}(\Phi) \partial_{\mu} \mathrm{p} \\
\mathrm{D}_{\lambda} \theta_{\mu}^{\lambda}=(\rho+\mathrm{p}) \mathrm{f}(\Phi)\left[\mathrm{f}^{\prime}(\Phi) \partial_{\mu} \Phi / \mathrm{f}(\Phi)+\partial_{\mu} \mathrm{p} /(\rho+\mathrm{p})\right] \\
\mathrm{D}_{\lambda} \theta^{\lambda}{ }_{\mu}=(\rho+\mathrm{p}) \mathrm{f}(\Phi)\left[\partial_{\mu} \ln \mathrm{f}(\Phi)+\partial_{\mu} \ln \mathrm{F}_{0}\right] \\
\mathrm{D}_{\lambda} \theta_{\mu}^{\lambda}=\mathrm{r} \partial_{\mu} \ln \left(\mathrm{f}(\Phi) \mathrm{F}_{0}\right)
\end{gathered}
$$

Hence, by definition, the medium is holonomic and, by virtue of the paragraph 2, the trajectory of a test-body in a gravitational field is a geodesic of the conformal metric:

$$
\mathrm{d} \sigma^{2}=\left(\mathrm{f}(\Phi) \mathrm{F}_{0}\right)^{2} \mathrm{ds}^{2}
$$

For the determination of the function f see $\S 4.31$.

## IV.B. The gravitational field in vacuum

## IV. B. a. Equations with spherical symmetry

In vacuum we have $\rho=\mathrm{p}=0$ and the trajectory of a test- body is a geodesic of the metric $\mathrm{ds}^{2}$.

We write the metric $\mathrm{ds}^{2}$ with a spherical symmetry:

$$
\begin{equation*}
d s^{2}=e^{2 a} d t^{2}-e^{2 b}\left(d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right)\right) \tag{4.5}
\end{equation*}
$$

where $a$ and $b$ are some functions of $r$.
We have $\rho=0$ and $\Phi$ is a function of r , the Einstein's equations give :

$$
\begin{align*}
& 4 b^{\prime}+r b^{\prime 2}-r \Phi^{\prime 2}+2 r b^{\prime \prime}=0  \tag{4.6}\\
& 2 a^{\prime}+2 b^{\prime}+2 r a^{\prime} b^{\prime}+r b^{\prime 2}+r \Phi^{\prime 2}=0  \tag{4.7}\\
& a^{\prime}+r a^{\prime 2}+b^{\prime}-r \Phi^{\prime 2}+r a^{\prime \prime}+r b^{\prime \prime}=0 \tag{4.8}
\end{align*}
$$

We can add the field equation for $\Phi$ :

$$
\begin{equation*}
\left(2 / \mathrm{r}+\mathrm{a}^{\prime}+\mathrm{b}^{\prime}\right) \Phi^{\prime}+\Phi^{\prime \prime}=0 \tag{4.9}
\end{equation*}
$$

The complete integration of these equations is easy, but we have a particular important solution:

$$
\begin{equation*}
\mathrm{b}=-\mathrm{a}=\Phi=\mathrm{m} / \mathrm{r} \tag{4.10}
\end{equation*}
$$

We see that $\Phi$ is similar to the Newtonian potential and we have:

$$
\begin{equation*}
\mathrm{ds}^{2}=\mathrm{e}^{-2 \Phi} \mathrm{dt}^{2}-\mathrm{e}^{2 \Phi}\left(\mathrm{dr}^{2}+\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right) \tag{4.11}
\end{equation*}
$$

## IV. B. b. Motion in a static field with a spherical symmetry

We determine the geodesics of the metric (We use physic units):

$$
\begin{equation*}
\mathrm{ds}^{2}=\mathrm{A} \mathrm{c}^{2} \mathrm{dt}^{2}-\mathrm{B}\left(\mathrm{dr}^{2}+\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right) \tag{4.12}
\end{equation*}
$$

Where A and B are function of r with $\mathrm{A} \approx 1$ and $\mathrm{B} \approx 1$.
We consider the function $L$ defined by:

$$
\begin{equation*}
\mathrm{L}=\mathrm{Ac}^{2} \mathrm{dt}^{2} / \mathrm{ds}^{2}-\mathrm{B} \mathrm{dr}{ }^{2} / \mathrm{ds}^{2}-\mathrm{r}^{2} \mathrm{~B}\left(\mathrm{~d} \theta^{2} / \mathrm{ds}^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2} / \mathrm{ds}^{2}\right) \tag{4.13}
\end{equation*}
$$

We note ' the derivation $\mathrm{d} / \mathrm{ds}$.

$$
\begin{equation*}
\mathrm{L}=\mathrm{Ac}^{2} \mathrm{t}^{\prime 2}-\mathrm{Br}^{\prime 2}-\mathrm{r}^{2} \mathrm{~B}\left(\theta^{\prime 2}+\sin ^{2} \theta \varphi^{\prime 2}\right) \tag{4.14}
\end{equation*}
$$

We write the Lagrange equations.

$$
\begin{equation*}
\left(\partial \mathrm{L} / \partial \mathrm{q}^{\prime}\right)^{\prime}-\partial \mathrm{L} / \partial \mathrm{q}=0 \tag{4.15}
\end{equation*}
$$

with $\mathrm{q}=\mathrm{t}, \theta, \varphi$.

$$
\begin{gather*}
\left(\mathrm{A} \mathrm{t} \mathrm{t}^{\prime}\right)^{\prime}=0  \tag{4.16}\\
\left(\mathrm{Br}^{2} \theta^{\prime}\right)^{\prime}-\mathrm{r}^{2} \mathrm{~B} \sin \theta \cos \theta \varphi^{\prime 2}=0  \tag{4.17}\\
\left(\mathrm{r}^{2} \mathrm{~B} \sin ^{2} \theta \varphi^{\prime}\right)^{\prime}=0 \tag{4.18}
\end{gather*}
$$

(4.16) gives :

$$
\begin{gather*}
\mathrm{A} \mathrm{t}^{\prime}=\mathrm{k} / \mathrm{c} \\
\mathrm{dt}=\mathrm{k} \text { ds } / \mathrm{Ac} \tag{4.19}
\end{gather*}
$$

where $\mathrm{k}=\mathrm{cst}$ and $\mathrm{k} \# 1$, (4.17) admits $\theta=\pi / 2$ as particular solution, that corresponds to the motions around the star in the equatorial plane.
(4.17) gives then:

$$
\begin{gather*}
\left(\mathrm{r}^{2} \mathrm{~B} \varphi^{\prime}\right)^{\prime}=0  \tag{4.20}\\
\mathrm{r}^{2} \mathrm{~B} \varphi^{\prime}=\mathrm{h} / \mathrm{c} \\
\mathrm{ds}=\mathrm{r}^{2} \mathrm{c} \mathrm{~B} d \varphi / \mathrm{h} \tag{4.21}
\end{gather*}
$$

where $\mathrm{h}=$ const.
In (4.12) we replace dt by it value in (4.19) and with $\theta=\pi / 2$, we obtains:

$$
\begin{equation*}
\mathrm{Bdr}{ }^{2}+\mathrm{r}^{2} \mathrm{~d} \varphi^{2}=\left(\mathrm{k}^{2} / \mathrm{A}-1\right) \mathrm{ds}^{2} \tag{4.22}
\end{equation*}
$$

Now we substitute for ds with (4.21):

$$
\begin{align*}
& B\left(\mathrm{dr}^{2}+\mathrm{r}^{2} \mathrm{~d} \varphi^{2}\right)=\left(\mathrm{k}^{2} / \mathrm{A}-1\right) \mathrm{r}^{4} \mathrm{c}^{2} \mathrm{~B}^{2} \mathrm{~d} \varphi^{2} / h^{2}  \tag{4.23}\\
& (\mathrm{~d}(1 / \mathrm{r}) / \mathrm{d} \varphi)^{2}=\left(\mathrm{k}^{2} / \mathrm{A}-1\right) \mathrm{B} \mathrm{c}^{2} / \mathrm{h}^{2}-1 / \mathrm{r}^{2} \tag{4.24}
\end{align*}
$$

We put $B=1 / \mathrm{A}=\mathrm{e}^{2 \mathrm{mG} / \mathrm{cc}^{2}}$ and $\mathrm{u}=1 / \mathrm{r}$ in (4.24) and then we expand in series to the third order. We obtain:

$$
\begin{align*}
& (\mathrm{du} / \mathrm{d} \varphi)^{2}=\mathrm{P}(\mathrm{u})=\mathrm{c}^{2}\left(\mathrm{k}^{2}-1\right) / \mathrm{h}^{2}+2 \mathrm{G}\left(2 \mathrm{k}^{2}-1\right) \mathrm{mu} / \mathrm{h}^{2}-\mathrm{u}^{2}+ \\
& +2 \mathrm{G}^{2} \mathrm{~m}^{2}\left(4 \mathrm{k}^{2}-1\right) \mathrm{u}^{2} / \mathrm{c}^{2} h^{2}+4 \mathrm{G}^{3}\left(8 \mathrm{k}^{2}-1\right) \mathrm{m}^{3} \mathrm{u}^{3} /\left(3 \mathrm{c}^{4} \mathrm{~h}^{2}\right) \tag{4.25}
\end{align*}
$$

With this expression we can compute the advance of the perihelion of Mercury (see for example [10], pages 115 to 117), we obtain (with $k=1$ ):

$$
\begin{equation*}
\delta \omega=6 \mathrm{G}^{2} \mathrm{~m}^{2} \pi / \mathrm{c}^{2} \mathrm{~h}^{2} \tag{4.26}
\end{equation*}
$$

It is the value usually accepted.

## IV. C. The interior case

## IV. C. a. Determination of the function $f$

We consider a material distribution without pressure (pure matter or dust) interacting with a gravitational field $\Phi$ by virtue of the theorem 4.1 its index $F$ is:

$$
\begin{equation*}
\mathrm{F}=\mathrm{f}(\Phi) \tag{4.27}
\end{equation*}
$$

by virtue of the theorem (3.1) it exists a comoving coordinates system such as, if $g$ is the metric tensor, $\gamma=\mathrm{F}^{2} \mathrm{~g}$, we have:

$$
\begin{align*}
& \gamma_{00}=\mathrm{F}^{2} \mathrm{~g}_{00}=\mathrm{f}(\Phi)^{2} \mathrm{~g}_{00}=1  \tag{4.28}\\
& \mathrm{f}(\Phi)=1 / \sqrt{ } \mathrm{g}_{00} \tag{4.29}
\end{align*}
$$

If on the analogy of $(4.10)$ we want $g_{00}=e^{-2 \Phi}$ then we must have:

$$
\begin{equation*}
\mathbf{f}(\Phi)=\mathbf{e}^{\Phi} \tag{4.30}
\end{equation*}
$$

These considerations determine, in general, the function $f$. The equations of the theory become:

$$
\begin{gather*}
\boldsymbol{\Phi} \Phi=4 \pi \rho \mathbf{e}^{\Phi}  \tag{4.31}\\
\mathbf{R}_{\lambda \mu}-1 / 2 \mathbf{R} g_{\lambda \mu}=8 \pi \mathbf{e}^{\Phi}\left((\rho+\mathbf{p}) \mathbf{u}_{\lambda} \mathbf{u}_{\mu}-\mathbf{p} \mathbf{g}_{\lambda \mu}\right)-2\left(\Phi_{,_{\lambda}} \Phi_{, \mu}-1 / 2 \mathbf{g}_{\lambda \mu} \Phi_{,_{\lambda}} \Phi^{, \lambda}\right) \tag{4.32}
\end{gather*}
$$

It is important to observe that the quantities appearing in these equations, in particular $\rho$ and $p$ are measured in the Riemannian manifold ( $\mathrm{U}, \mathrm{ds}^{2}$ ), a contrario the real values must be measured in $\left(\mathrm{U}, \mathrm{d} \sigma^{2}\right)$; we have for example, with evident notations:

$$
\begin{equation*}
\rho_{\text {real }}=\mathrm{dm} / \mathrm{d} v_{\text {real }}=\mathrm{dm} /\left(\mathrm{F}^{3} \mathrm{dv}\right)=\rho / \mathrm{F}^{3} \tag{4.33}
\end{equation*}
$$

In the same way we have:

$$
\begin{equation*}
\mathrm{p}_{\text {real }}=\mathrm{p} / \mathrm{F}^{3} \tag{4.34}
\end{equation*}
$$

## IV. C. b. Equations with spherical symmetry in comoving coordinates system

We utilize the metric (4.5), we have $\mathrm{p}=0$ and $\rho \neq 0$.

$$
\begin{equation*}
\mathrm{ds}^{2}=\mathrm{e}^{2 \mathrm{a}} \mathrm{dt} t^{2}-\mathrm{e}^{2 \mathrm{~b}}\left(\mathrm{dr}^{2}+\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right) \tag{4.35}
\end{equation*}
$$

a, $b, \rho$ and the gravitational field $\Phi$ are some functions of $r$, the Einstein's equations (1.4) give:

$$
\begin{align*}
& \left(4 b^{\prime}+r b^{\prime 2}+2 r b^{\prime \prime}\right) / r e^{2 b}=-8 \pi \rho e^{\Phi}+\Phi^{\prime 2} / e^{2 b}  \tag{4.36}\\
& \left(2 a^{\prime}+2 b^{\prime}+2 r a^{\prime} b^{\prime}+r b^{\prime 2}\right) / r e^{2 b}=-\Phi^{\prime 2} / e^{2 b}  \tag{4.37}\\
& \left(a^{\prime}+b^{\prime}+r a^{\prime 2}+r a^{\prime \prime}+r b^{\prime \prime}\right) / r e^{2 b}=\Phi^{\prime 2} / e^{2 b} \tag{4.38}
\end{align*}
$$

and the field equation for $\Phi$ :

$$
\begin{equation*}
\boldsymbol{e} \Phi=-\left(2 \Phi^{\prime}+\mathrm{r} \mathrm{a}^{\prime} \Phi^{\prime}+\mathrm{r} \mathrm{~b}^{\prime} \Phi^{\prime}+\mathrm{r} \Phi^{\prime \prime}\right) / \mathrm{r} \mathrm{e}^{2 \mathrm{~b}}=4 \pi \rho \mathrm{e}^{\Phi} \tag{4.39}
\end{equation*}
$$

With (4.29) we obtain:

$$
\begin{equation*}
\Phi=-\mathbf{a} \tag{4.40}
\end{equation*}
$$

We replace $\Phi$ by -a in (4.36 to 39 ):

$$
\begin{align*}
& \left(4 b^{\prime}+r b^{\prime 2}+2 r b^{\prime \prime}\right) / r e^{2 b}=-8 \pi \rho e^{-a}+a^{\prime 2} / e^{2 b}  \tag{4.41}\\
& \left(2 a^{\prime}+2 b^{\prime}+2 r a^{\prime} b^{\prime}+r b^{\prime 2}\right) / r e^{2 b}=-a^{\prime 2} / e^{2 b}  \tag{4.42}\\
& \left(a^{\prime}+b^{\prime}+\mathrm{ra}^{\prime 2}+r \mathrm{a}^{\prime \prime}+r b^{\prime \prime}\right) / r e^{2 b}=a^{\prime 2} / e^{2 b}  \tag{4.43}\\
& \left(2 a^{\prime}+r a^{\prime 2}+r a^{\prime} b^{\prime}+r a^{\prime \prime}\right) / r e^{2 b}=4 \pi \rho e^{-a} \tag{4.44}
\end{align*}
$$

In (4.44) we replace $\rho$ by it value in (4.41):

$$
\begin{equation*}
\left(4 b^{\prime}+r b^{\prime 2}+2 r b^{\prime \prime}\right) / r e^{2 b}=-2\left(2 a^{\prime}+r a^{\prime 2}+r a^{\prime} b^{\prime}+r a^{\prime \prime}\right) / r e^{2 b}+a^{\prime 2} / e^{2 b} \tag{4.45}
\end{equation*}
$$

We simplify (4.45) then (4.42) and (4.43), we obtain:

$$
\begin{gather*}
4 a^{\prime}+4 b^{\prime}+r \mathrm{a}^{\prime 2}+r \mathrm{~b}^{\prime 2}+2 r \mathrm{a}^{\prime} \mathrm{b}^{\prime}+2 r \mathrm{a}^{\prime \prime}+2 r \mathrm{~b}^{\prime \prime}=0  \tag{4.46}\\
2 \mathrm{a}^{\prime}+2 \mathrm{~b}^{\prime}+\mathrm{r} \mathrm{a}^{\prime 2}+\mathrm{r} \mathrm{~b}^{\prime 2}+2 r \mathrm{a}^{\prime} \mathrm{b}^{\prime}=0  \tag{4.47}\\
\mathrm{a}^{\prime}+\mathrm{b}^{\prime}+\mathrm{r} \mathrm{a} \mathrm{a}^{\prime \prime}+\mathrm{r} \mathrm{~b}^{\prime \prime}=0 \tag{4.48}
\end{gather*}
$$

In (4.46 to 48) we put $y=(a+b)$, we are:

$$
\begin{align*}
& 4 y^{\prime}+r y^{\prime 2}+2 r y^{\prime \prime}=0  \tag{4.49}\\
& y^{\prime}\left(2+r y^{\prime}\right)=0  \tag{4.50}\\
& y^{\prime}+r y^{\prime \prime}=0 \tag{4.51}
\end{align*}
$$

The solutions are evident:
1)

$$
\begin{equation*}
y^{\prime}=0 \Leftrightarrow y=a+b=K=\text { const. } \tag{4.52}
\end{equation*}
$$

Using a change of variable $(r \rightarrow \alpha r)$ we can choose $K=0$, we obtain:

$$
\begin{equation*}
b=-\mathbf{a}=\Phi \tag{4.53}
\end{equation*}
$$

The equation (4.44) becomes:

$$
\begin{equation*}
\left(2 \Phi^{\prime}+\mathrm{r} \Phi^{\prime \prime}\right) / \mathrm{r}=-4 \pi \rho \mathrm{e}^{3 \Phi} \tag{4.54}
\end{equation*}
$$

This equation permits, knowing $\rho$, the determination of the field $\Phi$, this situation is the same one as in classic mechanics, it is not the case in RG. For the metrics we have:

$$
\begin{align*}
& \mathrm{ds}^{2}=\mathrm{e}^{-2 \Phi} \mathrm{dt}^{2}-\mathrm{e}^{2 \Phi}\left(\mathrm{dr}^{2}+\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right)  \tag{4.55}\\
& \mathrm{d} \sigma^{2}=\mathrm{e}^{2 \Phi} \mathrm{ds}^{2}=\mathrm{dt}^{2}-\mathrm{e}^{4 \Phi}\left(\mathrm{dr}^{2}+\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right) \tag{4.56}
\end{align*}
$$

The metric $\mathrm{d} \sigma^{2}$ is the frame of the physics and all the measures must be done with its.
2) $2+r y^{\prime}=0 \Leftrightarrow a^{\prime}+b^{\prime}=-2 / r \Leftrightarrow b=-a-\ln r^{2} \Leftrightarrow b=\Phi \ln r^{2} \Leftrightarrow e^{b}=e^{\Phi} / r^{2}$.

We have:

$$
\begin{align*}
& \mathrm{ds}^{2}=\mathrm{e}^{-2 \Phi} \mathrm{dt}^{2}-\mathrm{e}^{2 \Phi}\left(\mathrm{dr}^{2}+\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right) / \mathrm{r}^{4}  \tag{4.57}\\
& \mathrm{ds}^{2}=\mathrm{e}^{-2 \Phi} \mathrm{dt}^{2}-\mathrm{e}^{2 \Phi}\left(\mathrm{dr}^{2} / \mathrm{r}^{4}+\left(\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) / \mathrm{r}^{2}\right) \tag{4.58}
\end{align*}
$$

We $u=1 / r$ and we obtain:

$$
\begin{equation*}
\mathrm{ds}^{2}=\mathrm{e}^{-2 \Phi} \mathrm{dt}^{2}-\mathrm{e}^{2 \Phi}\left(\mathrm{du} u^{2}+\mathrm{u}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right) \tag{4.59}
\end{equation*}
$$

We return to the first case.

## V. APPLICATIONS

For example we remember Einstein, in the year 1917, wanted to build a static hyper-spherical universe filled up pure matter, and with this intention, he has introduced the cosmological constant. In our theory that constant is not necessary. The metric of the static hyper-spherical universe is:

$$
\begin{equation*}
\mathrm{ds}^{2}=\mathrm{dt}{ }^{2}-\left(\mathrm{dr}^{2}+\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right)\right) /\left(1+\mathrm{r}^{2} / 4 \mathrm{a}^{2}\right)^{2} \tag{5.1}
\end{equation*}
$$

where a is a constant strictly positive. The comparison between (5.1) and (4.56) gives:

$$
\begin{equation*}
\Phi=-\ln \left(1+\mathrm{r}^{2} / 4 \mathrm{a}^{2}\right) / 2 \tag{5.2}
\end{equation*}
$$

Then the equation (4.54) gives:

$$
\begin{equation*}
\rho=-\mathrm{e}^{-3 \Phi}\left(2 \Phi^{\prime}+\mathrm{r} \Phi^{\prime \prime}\right) / 4 \pi \mathrm{r} \tag{5.3}
\end{equation*}
$$

The relations (4.30) and (4.33) give:

$$
\begin{equation*}
\rho_{\text {real }}=\rho \mathrm{e}^{-3 \Phi}=-\mathrm{e}^{-6 \Phi}\left(2 \Phi^{\prime}+\mathrm{r} \Phi^{\prime \prime}\right) / 4 \pi \mathrm{r}=\left(4 \mathrm{a}^{2}+\mathrm{r}^{2}\right)\left(12 \mathrm{a}^{2}+\mathrm{r}^{2}\right) / 256 \pi \mathrm{a}^{6} \tag{5.4}
\end{equation*}
$$

We can compute the mass of that universe, it is infinite. Now that universe has only a historic interest but one never knows.

## VI. CONCLUSION

The equality of the inertial mass and the gravitational mass do not imply necessarily the weak principle of equivalence. The theory presented in this paper makes the distinction between the gravitational field and the inertial field. It gives the correct value for the advance of the perihelion of Mercury but on the over hand it presents several interesting and innovative points.

Firstly the analogue of the Schwarzschild solution does not present a singularity except the origin.

Secondly it is possible to build a stable mass of matter as large as one wants. These last considerations show the possibility to re-examine the theory of the black holes.
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# CONFORMAL INVARIANCE AND ANISOTROPIC PROPAGATION OF LIGHT IN SPECIAL RELATIVITY 

Georgy I. Burde<br>Jacob Blaustein Institute for Desert Research, Ben-Gurion University Sede-Boker Campus, 84990, Israel

When conformal invariance was first introduced into physics by Cunningham and Bateman [1], it became clear that there could be a new Special Relativity, with a space-time such that its metric is invariant under the conformal group. The interest in conformal symmetry reappeared several times since then and the extended relativity theories which allow the invariance with respect to conformal transformations of the metric have been introduced in different physical contexts.

Usually, when the conformal symmetry of Minkowskis space is used instead of Poincare's symmetry, the assumption that the form of the metric changes by a conformal factor is imposed like as it is assumed in ordinary Special Relativity that the metric does not change. In the present paper, we show that the conformal invariance of the metric arises naturally in special relativity with anisotropic propagation of light. The assumption of the light speed anisotropy together with the group property for the transformations between inertial frames and the correspondence principle (correspondence of the space coordinate transformations to the Galilean transformations in the limit of small velocities is meant) inevitably leads to the transformations which do not leave the interval between two events invariant but change it by a conformal (scale) factor. It should be also noted that the coordinates normal to the direction of relative motion are also subject to the scale transformations so that the assumption commonly used in similar derivations that those coordinates do not transform may be not valid here. To derive the transformations between different inertial frames the Lie group theory apparatus is used and the two variants of the theory are developed. In one variant, the light anisotropy is treated as the basic nature law so that the anisotropy parameter is assumed to be the same in all inertial frames. In another variant, the anisotropy is considered to be a result of motion with respect to a preferred frame, in which the speed of light is isotropic, and relation of the anisotropy parameter to the velocity with respect to a preferred frame is obtained.

The transformations derived within this framework differ from the "generalized" Lorentz transformations which have been repeatedly derived and discussed in the literature in the context of the light speed anisotropy (see, e.g., [2]). Those derivations may differ in the first principles used (although the round-trip light principle and the linearity assumption are commonly present) but the resulting transformations are, in fact, those obtained from the Lorentz transformations by a change of space-time coordinates from "standard" to "non-standard" synchronization (see, e.g., [3]). However, such generalized Lorentz transformations are inconsistent in that they do not turn into Galilean transformations in the limit of small velocities but contain additional terms including the synchronization param-eter and light speed - it is evident that there is no place for the issues of synchronization and light speed in the framework of the Galilean kinematics.

Keywords: special relativity, conforma; invariance, anisotropy of light speed, transformations of coordinates and time.
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# THE SCHEME OF LABORATORY MEASUREMENTS OF GRAVIMAGNETIC EFFECTS WITH SHEQUID SUPPLIED BY THE ROTATION FLUX TRANSFORMER 

A.I. Golovashkin, G.N. Izmaïlov*†, V.V. Ozolin*, A.M. Tzhovrebov, L.N. Zherikhina<br>P.N. Lebedev's Physical Institute RAS (Moscow)<br>*Moscow Aviation Institute (State Technical University)<br>$\dagger$ e-mail: izmailov@mai.ru

The necessity of Lense-Thirring effect measurement accuracy increasing, registration of a tiny rotation transfer or some cosmological problems such as the birth of vortex fluctuations require improving of experimental installation precision. The experimental circuit of Superfluid Helium Quantum Interference Devise (SHeQUID) with the transformer of the angular moment stream, working medium of which is a superfluid liquid $\mathrm{He}^{4}$ is suggested. The scheme is provided to measure Lense-Thirring effect in laboratory conditions and other effects corresponding with super slow rotations.

Keywords: gravimagnetic effects, vortex fluctuations, Superfluid Helium Quantum Interference Devise, Lense-Thirring effect, general relativity.

PACS number:67.25.D-/67.25.dk/04.20.-q

One of essential consequences of General Relativity is the influence of rotating mass on spatially-time relations that is existence of gravitational analog to Ampere's law. The property of resistance to change of velocity vector (the inertia) and the capability to be the source of a static gravity field are correlated with mass. In LenseThirring effect another property of mass is occurred. When object with mass $M$ moves, it produces other components of a gravity field - the gravitomagnetic field.

The gravitomagnetism phenomena as one of General Relativity consequences studied by Thirring [1], the quantitative description of effect for astronomical case was given in work of Lense and Thirring [2]. The effect essence is in the drift of the inertial frame by the gyrating mass. The effect has the analogy in electrodynamics (the gravitational analog of Ampere law) and as the magnetic forces are weaker than the electric ones in v/c times, then the gravitomagnetism is weaker than the static gravitation in $\mathbf{v} / \mathbf{c}$ times. The detection of gravitomagnetism effect would allow estimating the component of the vortex phenomena in overall picture of Universe. Beyond that, the gist of the effect is associated with Mach principle.

Within the limits of General Relativity Lense and Thirring had shown, that a body with mass $M$ and radius $R$, rotating with angular frequency $\omega_{\mathrm{M}}$, influences a material point, moving on a distance $r \gg R$ with a speed $v$, providing for it the acceleration described by expression similar Coriolis's acceleration $\vec{a}_{L T}=2 \vec{v} \times \vec{\Omega}$. The expression for gravitomagnetic field of torsion $\vec{\Omega}$ appears similar the field created by a magnetic dipole

$$
\vec{\Omega}=\frac{2 \gamma M R^{2}}{5 c^{2} r^{3}}\left(\vec{\omega}_{M}-\frac{3\left(\vec{\omega}_{M} \bullet \vec{r}\right) \vec{r}}{r^{2}}\right)
$$

and it is justified the term gravitomagnetism.
If the axis of rotation of a body $M$ lies in the plane of an orbit of the material point then the last experiences an influence of gravitomagnetic forces when the point moves near to the poles - crossing points of the axis of rotation and the orbit. Being gyroscopic, these forces cause precession, i.e. turn of its plane around of an axis of rotation $M$. For example, rotation of the Earth leads to slow turn of a plane of an orbit of the artificial satellite around of a terrestrial axis with a speed approximately equal to

$$
\Omega_{\oplus} \sim \frac{\gamma M_{\oplus} \omega_{\oplus}}{c^{2} R_{\oplus}} \sim 10^{-10} \omega_{\oplus} .
$$

The formula for Lenze-Tirring effect, produced by a rotating body at the distance $r$ much more then its own size $R$, gives the right order of magnitude of the effect in the vicinity of the body (i.e. in case of $r \approx R$ ) and was used for the above evaluation of $\Omega$.

Schiff suggestion [3], developed by Everitt [4], was based on the mechanical proof of an effect existence. It was also suggested to check this effect in electrodynamics experiments. In particular, to check precisely the dependence of a light frequency deviation as a function of an angular velocity of the ring interferometers, because of Lense-Thirring effect. It resembles with Sagnac effect (but the effect is fewer by ten orders of when angle measurements on rotary Earth are carried out) [5]. There are the performing variants of processing of experimental result on gravitational lensing taking into account Lense-Thirring effect [6].

Recently the successful checking of Lense-Thirring effect in a space experiment has been held [7]. Over next eleven years during LAGEOS program, the drift of the gyroscope located on a satellite was observed. The satellite orbited (there were two satellites really) at an altitude of about 12200 km . The rotary Earth mass causes the turning of the coordinate system, connected with the satellite. The angular rotation resulted in the drift of a gyroscope axis relative to a suspension system, which was joined with satellite housing. Let us mention that the subtle magnitude of the effect $\left(\sim 10^{-10} \omega_{\oplus}\right)$ makes the particular demands for high precision of the gyroscope itself and to noises of an installation.

In fact, it is needed to provide new precise and another way of looking, so, we discuss new experiments with the promising sensitivity reserve here. The experimental circuit of quantum interferometer, supplied by the transformer of the angular moment stream, using the superfluid state of $\mathrm{He}^{4}$ (or $\mathrm{He}^{3}$ ) is offered. We expect that the application of modern technology will provide the adequate experimental accuracy.

Several experiments of registration of small angular speeds are known [8, 9]. As the part of a plant the gyroscope is under construction on the basis of «superfluid analogue» sensitive ring DC-SQUID. The nano-throttles or nano-apertures or their arrays play the role of Josephson tunnel junctions in such interferometers. However, the area of a registering ring appears is limited by the micron sizes, that essentially limits sensitivity interferometer at measurements of angular speeds of turns. This annoying restriction occurs due to the lack of analogue of the superconducting transformer of the stream entering as a necessary functional element in any efficient SQUID magnetometer in such scheme,.

As it known [10] $\mathrm{He}^{4}$ transfers into the superfluid state at temperatures $\mathrm{T}<\mathrm{T}_{\lambda}=2.17 \mathrm{~K}$ (below $\lambda$-point) and in these conditions the macroscopic coherent effects occur in helium. Such effects are good for the dissipationless processes, i.e. the
frictionless current of a fluid. Similar effects are observed as well in ${ }^{3} \mathrm{He}$, which superfluidity is direct analogue of the superconductivity described by BCS theory with p-pairing. However superfluidity in ${ }^{3} \mathrm{He}$ arises at ultralow temperatures ( $\mathrm{T}<3 \mathrm{mK}$ ). But for obtaining these temperatures the special techniques is required.


Fig. 1 - A scheme of laboratory experiment of Lense-Thirring effect observation: 1,2 - quantum nano-throttles (see also fig.2); $\mathrm{C}_{1}, \mathrm{C}_{2}$ and $\mathrm{C}_{3}$ - circular channels filled with superfluid ${ }^{4} \mathrm{He} ; \mathrm{M}$ rotating mass.

A scheme of laboratory experiment of Lense-Thirring effect observation is proposed below. The superfluidity phenomenon is a base of it. The multiply-connected system of circular channels filled with superfluid ${ }^{4} \mathrm{He}$ is disposed next to the revolving massive body M (fig.1). Channels $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ cross each other in the diameter opposite points, their planes being mutually perpendicular. The axis of rotation of mass M goes through the common points of the channels. ${ }^{4} \mathrm{He}$ circulates in the ring $\mathrm{C}_{1}$ and its angular momentum conserves due to dissipationless flow of superfluid liquid. Simultaneously the gyroscopic relativistic addition to the gravitational force - the analog of Carioles force - arises in the conduit $\mathrm{C}_{1}$ with ${ }^{4} \mathrm{He}$ flux owing to rotating of mass M . That is the essence of Lense-Tirring effect. One can say that helium is carried along by the gravimagnetical field of a rotating mass. The torque of this force causes the precession of the angular momentum $L$ of the circulating ${ }^{4} \mathrm{He}$ with an angular frequency $\Omega$ that depends on the body M mass, its frequency of rotation $\omega_{\mathrm{M}}$ and typical dimensions. The precession of the angular momentum of the ${ }^{4} \mathrm{He}$ circulating in two bound ring channels comes to the continuous transmission of ${ }^{4} \mathrm{He}$ moving from the channel $\mathrm{C}_{1}$ to the channel $\mathrm{C}_{2}$. The velocity of the transmission is defined by the frequency $\Omega$. Thus one can observe Lense-Tirring effect by the registration of the changing of helium angular moment in the channel $\mathrm{C}_{2}$ in dependence on M rotating. It is proposed to use the phenomenon of quantum interference of the material waves in order to notice so small change of the helium flux in the ring $\mathrm{C}_{2}$. The problem can be solved with the help of a superfluid analog of a DC-SQUID (superconducting quantum interference device) SHeQUID (superfluid helium quantum interference device) with the transformer of the angular moment stream. In our scheme (fig.1), the ring $\mathrm{C}_{3}$ is the SHeQUID. The
common part of conduits $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ forms the transformer of the angular moment stream playing a role of analogue of superconducting stream transformer in usual SQUID. This role lays in the conformance of the big helium moment of inertia (analogue of inductance) in the ring $\mathrm{C}_{2}$ with very small (strictly bounded above because of growth of a quantum fluctuations amplitude) helium moment of inertia of the interferometer working channel $\mathrm{C}_{3}$. Such conformance allows transferring a signal adequate to change of the angular moment of a superfluid liquid from the macroscopic ring $\mathrm{C}_{2}$ into the microscopic ring $\mathrm{C}_{3}$.

The work of a common SQUID is based on the effect of quantum interference phenomenon. In several papers [11, 12] the detection of non-stationary Josephson effect in ${ }^{4} \mathrm{He}$ was affirmed. In this case «the quantum restrictor» (or the submicron aperture array [12]) in the membrane of nano-size thickness plays the role of tunnel Josephson transition (the direct analogy with well-known Dayem bridge in Josephson technique [13, 14]). A short coherence length in superfluid ${ }^{4} \mathrm{He}$ essentially determines very small dimensions of Josephson weak link [15].

In order to implement the analog of stationary Josephson effect, or in other words, to manufacture a «superfluid analog» of DC-SQUID, it is necessary to locate two quantum throttles ( 1 and 2 on fig.2) in the annular tube (torus), filled by the superfluid liquid (fig.2),.


Fig. 2. "Ordinary superconductivity" DC-SQUID (the right) and "superfluid analog" of DCSQUID i.e. SHeQUID (the left).

An additional condition of creation of such gadget is the development of recording methods for the above-critical flow ${ }^{4} \mathrm{He}$. For the understanding of a superfluid SQUID work let conduct the analogy with work of conventional DC-SQUID. The above-critical flow is an analog of the component $I_{\mathrm{Q}}=I_{0}-I_{C}\left(\Phi / \Phi_{0}\right)$ of total current $\mathrm{I}_{0}$, introduced and extended through poles of a superconducting ring in the DC-SQUID. As it is known [10], the resultant critical current $I_{C}$ of the ring with two Josephson junctions is the periodic function of an outer magnetic flux. The last pierces the ring and is measured by the SQUID. So, $I_{C}=I_{C}\left(\Phi / \Phi_{0}\right)$, where $\Phi_{\mathrm{O}}=2 \pi \hbar / 2 \mathrm{e}=2.07 \times 10^{-15} \mathrm{~Wb}$ is a magnetic flux quantum. The periodical dependence arises here as the consequence of a superconducting condensate interference. The spreading of the condensate is occurred on two interfering trajectories, i.e. through the first Josephson junction and the second one [15]. The Aharonov-Bohm effect [15] determines the phase difference at the junction. Due to it, it is possible to observe the difference $I_{C}=I_{0}-I_{\mathrm{Q}}$, gauging
component $I_{\mathrm{Q}}$ when fixed $I_{0}$. Then the value of magnetic flux $\Phi$ to accuracy of integer quantum $\Phi_{0}[15]$ is determined also.

The registration of a component $\mathrm{I}_{\mathrm{Q}}{ }^{\text {He4 }}$ when fixed total flow of helium $I_{0}{ }^{\text {He4 }}$ (on fig. 2 components are labeled by «large» arrows) will allow us to determine superfluid component of helium flow $I_{C}{ }^{\text {He4 }}$ and its phase. The phase implies the information on parameters, measured by SHeQUID. The process of $I_{Q}{ }^{\text {He4 }}$ registration can be based either on the detection of pressure differential, arising when helium flows through a weak link, or on the detection of heat transfer by excitations of above-critical component (there is no entropy of superfluid component) (see fig.2). In the first process, the pressure difference $\Delta P$ between inlet and outlet of the ring can be measured. If one applies the pressure differential to the third weak link, then because of non-stationary Josephson effect the acoustic vibrations must be generated. The Josephson frequency $\Omega$ is proportional to $\Delta P$. It should be emphasized that according to elementary theory of non-stationary Josephson effect [10] amplitude of these oscillations $\mathrm{P}_{0}$ has to be much less than $\Delta \mathrm{P}$. The realistic estimations of $\mathrm{P}_{0}$ point on need for developing of a highsensitive microphone, which is able to pick up the acoustic vibrations with amplitude at the level of fraction of pikoPascals [16]. In the second, it is possible to measure the entropy growth, transferred by above-critical current component $I_{Q}{ }^{\text {He4 }}$ at the exit from the ring of the superfluid interferometer thermally connected with the working medium of magnetocalorimeter [17, 18].

What parameters and signals SHeQUID can measure? In conditions of super fluidity, it is difficult to find the direct analog of magnetic field [19, 20]; however, it is possible to examine the difference of quantum phases, describing the coherent states, in both devices. The phase difference, determining the resultant critical current $I_{C}=I_{C}(\varphi)$ in conventional SQUID, is identified as

$$
\varphi-\varphi_{0}=\frac{1}{\hbar} \oint \overrightarrow{\mathrm{P}} d \vec{r}=\frac{1}{\hbar} \oint(\vec{p}-q \vec{A}) d \vec{r} .
$$

The conventional superconducting SQUID responds to the second term in contour integral ( $\mathrm{q}=2 \mathrm{e}$ is the charge of Cooper pair). If the magnetic field is threading the SQUID ring, then with the help of Stokes theorem, it is possible to pass from vector potential $\vec{A}$ to flux density $\vec{B}$. Next, relate it to a magnetic flux quantum:

$$
\frac{q}{\hbar} \oint \vec{A} d \vec{r}=\frac{2 e}{\hbar} \iint \vec{B} d \vec{S}=\frac{2 \pi \Phi}{\Phi_{0}} .
$$

At the same time, the contribution of the first term to integral can be excluded as the result of the gauge transformation. In super fluidity of ${ }^{4} \mathrm{He}$ case the integrand appears to be a single, because $q=0$. Under the condition of ${ }^{4} \mathrm{He}$ a rotation (real or imaginary with angular frequency $\omega$ ) along the toroidal pipe with radius $r$ the angular momentum of helium with mass $m$ will amount to $p=m \omega r$, but

$$
|d \vec{r}|=r d \theta
$$

where $0<\theta<2 \pi$. At that, the circulation can be correlated to Planck constant $\hbar$ through the momentum of superfluid $\mathrm{He} \Lambda$

$$
\frac{1}{\hbar} \oint \overrightarrow{\mathrm{P}} d \vec{r}=\frac{1}{\hbar} \oint m \omega r^{2} d \theta=\frac{2 \pi \Lambda}{\hbar} .
$$

So the helium current $\mathrm{I}_{\mathrm{C}}{ }^{\mathrm{He4}}$ appears to be the periodic function of phase $2 \pi \Lambda / \hbar$ : $I_{C}{ }^{\text {He4 }}(2 \pi \Lambda / \hbar)=I_{0}{ }^{\text {He4 }}-I_{Q}{ }^{\text {He4 }}$ by analogy with superconductivity. In case of superfluidity analogue to the Aharonov-Bohm effect is Feynman's effect.
I $\quad \mathrm{t}$ is known that there is a possibility to measure the magnetic flux by DC-SQUID in a fraction of $\Phi_{0}$ (the sensitivity of a modern commercial SQUID not worse than $10^{-5} \Phi_{0} / \sqrt{\mathrm{Hz}}$ [10]). Similarly, the registration by SHeQUID the phase $2 \pi \Lambda / \hbar$, in a measurement process $I_{C}{ }^{\text {He4 }}(2 \pi \Lambda / \hbar)=I_{0}{ }^{\text {He4 }}-I_{Q}{ }^{\text {He4 }}$, will allow to determine the momentum of superfluid $\mathrm{He}^{4}$ in a fraction of Planck constant.

Integration of SHeQUID and a magnetic calorimeter [17, 18], or SHeQUID and an ultra sensitive microphone [16] into a unified system is analogous to construction of a modern two-stage SQUID [21, 22]. These facilities were created for the signal registration in the gravitational antenna of a resonant type. The two-stage SQUID is constructed in such way that the second direct current SQUID plays the role of the integrated low-noise amplifier of electric signals, entering from the first DC-SQUID [21, 22]. In our case, SHeQUID will play the role of the first stage by an analogy. The second stage will be organized basing on a magnetic calorimeter (if the entropy growth is measured) or a magnetostrictive converter (if the change of pressure on «third» weak link is measured). Both these steps possess the enormous gain factor of a registered signal. The first stage does through Josephson nonlinearity in ${ }^{4} \mathrm{He}$, the second one possesses as the magnetic transducer with the «conventional» SQUID at the output.

As a rule, functionally completed network of usual SQUIDa includes superconducting transformer an entrance stream of an induction of a magnetic field. In case of superfluidity analogue of the superconducting transformer (the transformer of the angular moment stream) allows conformingly to transfer a signal adequating to small change of the moment of quantity of movement of a superfluid liquid from a macroscopical contour (for example $\mathrm{C}_{2}$ ) in a microscopic contour interferometer (for example $\mathrm{C}_{3}$ ). The sizes and value of the moment of inertia of helium in a working ring of the interferometer strictly limited by the growth of an amplitude of quantum fluctuations. In conditions of superfluidity the direct analogue of the magnetic field is absent. However in presence of the common part in rings $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ according to Feynman's effect movement of a superfluid liquid in macroscopical channel $\mathrm{C}_{2}$ will provide a gain of a quantum-mechanical phase and in microscopic ring $\mathrm{C}_{3}$ :

$$
\Delta \varphi_{3}=\frac{1}{\hbar} \int_{C_{2} \cap C_{3}} \vec{p}_{2} d \vec{r}_{2} .
$$

Thus, weak movement of superfluid helium can be transferred from the big conduit into small one. In the sense of classical physics the action of the transformer of angular moment stream can be explained by means of integral Bernoulli applied for a common part of conduits $\mathrm{C}_{2}$ and $\mathrm{C}_{3}[19,20]$.
The fluctuation restrictions on the device sensibility are to be determined in order to evaluate the possibility of the SHeQUID proposed to register gravitomagnetism. The limit value of energy of fluctuations in the whole frequency interval is determined by zero oscillations

$$
\int_{\forall \omega} d E=\frac{\hbar \omega}{2} \int_{\forall \omega} d n,
$$

where the normalization of quantum filling, characterizing the system excitation,

$$
\int_{\forall \omega} d n=1 .
$$

The fluctuation spectral density looks like the following way

$$
\frac{\delta E}{\delta \omega}=\frac{\hbar \omega}{2} \frac{\delta n}{\delta \omega}=\frac{1}{2 J}\left(\frac{\langle\delta l>}{\sqrt{\delta \omega}}\right)^{2}
$$

where $\langle\delta l\rangle$ is the mean square amplitude of angular momentum fluctuations, and $J$ is the moment of inertia of superfluid helium in the working ring of SHeQUID $\mathrm{C}_{3}$. In the case of "white" quantum noise the fluctuation energy is uniformly distributed over the whole frequency interval and

$$
\frac{\delta n}{\delta \omega}=\int_{\forall \omega} d n / \int_{\forall \omega} d \omega=\frac{1}{\omega} .
$$

Then the fluctuation restriction of the angular momentum measurements accuracy would occur at the level

$$
\frac{\langle\delta l>}{\sqrt{\delta \omega}}=\sqrt{\hbar J}
$$

However, if the spectrum of the fluctuation excitations is a single mode of frequency $\omega_{0}$ and a characteristic quality factor $Q$, then far from $\omega_{0}, \omega \ll \omega_{0}$, i.e. on "the resonance tail" another relationship would be valid

$$
\frac{\delta n}{\delta \omega}=\frac{1}{\omega_{0} Q^{2}} .
$$

Using the later we get the spectral density

$$
\frac{\delta E}{\delta \omega}=\frac{\hbar}{2} \cdot \frac{1}{Q^{2}}=\frac{1}{2 J}\left(\frac{\langle\delta l>}{\sqrt{\delta \omega}}\right)^{2}
$$

and hence the fluctuation restriction of the angular momentum measurements accuracy on the level

$$
\frac{\langle\delta l\rangle}{\sqrt{\delta \omega}}=\frac{\sqrt{\hbar J}}{Q} .
$$

It means that the limit accuracy of the angular momentum measurements

$$
\frac{\langle\delta l\rangle}{\sqrt{\delta \omega}}=\frac{\hbar}{\sqrt{H z}}
$$

when $\mathrm{Q}=100$, could be achieved with the moment of inertia $J$ of superfluid helium in the ring $\mathrm{C}_{3}$ of the order of $\mathrm{J} \approx 10^{-30} \mathrm{~m}^{2} \mathrm{~kg}$. Due to the definite construction conditions and above evaluations of J the ring $\mathrm{C}_{3}$ (fig.1) should have the ellipse shape with axis lengths 4 and $1 \mu \mathrm{~m}$ correspondingly and the channel diameter $0.1 \mu \mathrm{~m}$. The creation of a closed channel with such dimensions, containing two weak links is achievable on the modern level of nanotechnology. The estimations of parameters of the scheme based on SHeQUID (fig.1) for laboratory observations of Lense-Thirring effect are given below. The stored angular momentum $L$ of superfluid ${ }^{4} \mathrm{He}$ circulating in the ring channel $\mathrm{C}_{1}$ is equal to $L=10^{31} \hbar$, when the ring diameter $D=1 \mathrm{~m}$, helium mass $\mathrm{m}=10 \mathrm{~g}$ and helium velocity $v=30 \mathrm{~cm} / \mathrm{s}$. Channel $\mathrm{C}_{1}$ is crossed in the diameter opposite points by another ring channel $C_{2}$. Cross sections of channels $C_{2}$ and $C_{3}$ are of the same order of magnitude. Channels $C_{2}$ and $C_{3}$ have common length $s$ about $0.3 \mu \mathrm{~m}$. The phase difference on this length, appeared due to the helium flowing in $\mathrm{C}_{2}$, determines the result interference of the matter waves in the microscopic channel $\mathrm{C}_{3}$ of the interferometer. Hence, the signal could appear in the SHeQUID the possibility of which registration were considered above. The massive body ( $\mathrm{M}=100 \mathrm{~kg}$, characteristic size $\mathrm{R}=1 \mathrm{~m}$ ) rotating with frequency $f_{M}$ generates in the channel $\mathrm{C}_{1}$ the relativistic gyroscope force, that corresponds to Lense-Thirring effect. The torque of this force causes the turn of helium plane of circulation with angular velocity

$$
\Omega=\gamma \frac{2 \pi M f_{M}}{R c^{2}} \approx 5 \cdot 10^{-23} \mathrm{rad} / \mathrm{s},
$$

when $f_{N} \approx 100 \mathrm{~Hz}$. In the geometry of the installation the turn of the helium circulation plane means the redistribution of angular moment between channels $C_{1}$ and $C_{2}$ : the rotation will be transmitted from the first ring into the second one with the velocity determined by $\Omega$. The angular momentum, arising in the ring $\mathrm{C}_{2}$, acts through the common length of the channels $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ upon the phase in the SHeQUID ring and causes the stationary phase drift, that corresponds to the enhancement of the angular momentum $l$ in the ring $\mathrm{C}_{3}$ with the velocity approximately

$$
\frac{d l}{d t}=\frac{s}{2 \pi R} L \Omega \approx 30 \hbar / s .
$$

This drift can be registered by the SHeQUID with noise restriction on the level

$$
\frac{\langle\delta l\rangle}{\sqrt{\delta \omega}}=\frac{\hbar}{\sqrt{H z}}
$$

(the possibility of creation of such interferometer was shown above). Thus one can observe Lense-Thirring effect in the laboratory conditions by the registration of the SHeQUID output signal appearing when a massive body is set in rotation and disappearing when it stops.
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In this paper, we present a new General Relativistic Field Theory for the electron, obtaining the Dirac equation from electromagnetic fields with the electric field parallel to the magnetic field. Within of general relativity the main hypothesis is that the chiral electromagnetic tensor embrace the Dirac theory and the Maxwell-Lorentz theory as of two special cases respectively. We concern ourselves with the consistency and compatibility among those conditions under which the fundamental equations are reduced to the Dirac equation and the Maxwell-Lorentz equations. We expect that the present investigation will shed some light on those perplexing difficulties which we encounter in comprehending the behavior of an electron solely according to the Dirac equation and the Maxwell-Lorentz equations. Beyond this, we have a goal to investigate the possibility that other elementary particles are governed by the same fundamental equations under varied restrictive conditions.
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## I. INTRODUCTION

Albert Einstein spent several years of his life trying to develop a theory which would relate electromagnetism and gravity to a common "unified field". Hence the name unified field theory.

After Einstein finished his first article on the unified field theory in 1922, despite criticism he spent much of the second half of his life pursuing the development of the unified field theory besides the discussion of completeness of quantum mechanics. Most physicists thought Einstein's quest was hopeless, and in fact he never succeeded. Einstein did manage to develop a theory which "wrapped" electromagnetism and gravitation into a common metric tensor. In one of his formulations of a unified field theory (called Einstein-Schrodinger Theory), gravitation was wrapped into the symmetric part of the metric tensor, while electromagnetism was wrapped into the antisymmetric part of the metric tensor. This wrapping is possible because electromagnetism and gravity share some mathematical similarities. They both have a stress-energy tensor. The electric charge is analogous to the gravitational mass. The magnetic moment is analogous to the angular momentum moment. The electric potential and electric field are analogous to the gravitational potential and gravitational field, respectively. Finally, the magnetic field is analogous to the magneto-gravitic field.

The mathematical wrapper which Einstein developed exploits this analogy. However, the analogy between electromagnetism and gravity breaks down at higher field strengths when nonlinear field effects set in. As a result, Einstein-Schrödinger theory correctly describes electromagnetism and gravity at low field strengths where they are not coupled to each other. However, it does not describe the interactions between electromagnetism and gravitation which occur at higher field strengths. Thus, Einstein-Schrödinger theory achieved an approximate mathematical unification, but no
real physical unification of electromagnetism and gravity. In this sense, it did not really achieve its objective.

Kaluza and Klein developed an alternative wrapper for electromagnetism and gravitation. Instead of wrapping electromagnetism into the antisymmetric part of the metric tensor, they retained a symmetric metric tensor but added a fifth dimension. They were able to show that Maxwell's Laws and General Relativity can be expressed in terms of their five-dimensional metric tensor. Again, this exploits the analogies between electromagnetism and gravity.

The problem with Einstein's unified field theory and Kaluza-Klein's unified field theory is that they don't address the fundamental issue. They still treat gravitation and electromagnetism as two completely separate interactions. Neither theory can tell you how a gravitational field is fundamentally produced by a charged particle (electron).
Within of the unified program a fundamental question was if gravitational fields did play an essential part in the structure of the elementary particles of matter (electron). The first unimodular theory was developed by Einstein in 1919, assuming as source the Maxwell tensor, $T_{i j}=T_{i j}^{\text {max well }}$ where the quantum electron theory was not reproduced [6]. We see the same failure in Dirac's interpretation of the Dirac equation for the electron if we not considerer that the Dirac equation is derived from chiral electromagnetic fields with $\boldsymbol{E}$ P $\boldsymbol{B}$ [14-16].

Following [9], in the beginning of this century, Lorentz, Poincaré, Abraham, Mie and others attempted to show that the constitution of an electron be explained as a field of electromagnetic nature, however, did not explain quantum-mechanical phenomena To overcome these difficulties appeared to have completely been resolved with the Dirac equation for the electron discovered in 1928. It has conventionally been believed that the information of an electron near its core is fully provided by the Dirac equation. The notion of the electron formed by the conventional interpretation of the Dirac equation is hardly acceptable as rational and feasible. Here, we think that an electron is a localized field of which some part remote from its center may well be regarded as normal electromagnetic, and some other part near its center is governed by the Dirac equation derived from parallel fields. The connection between the two parts must be continuous and gradual, and there is no clear-cut border between them. A real electron, as a whole, must be a unified field governed by a common set of partial differential equations. It is important to anticipate the possibility that those fundamental equations governing the field be reduced to the Maxwell-Lorentz equations under a restrictive condition and to the Dirac equation under another restrictive condition [6-7]. The electronic mass has its representation in the Dirac equation, but not in the MaxwellLorentz equations. On the other hand, the electronic charge is seen in the MaxwellLorentz equations, but not in the Dirac equation for a free electron. We infer from these observations that the electronic mass and charge are approximate substitutes of field variables that are functions of time and space in the fundamental equations. Only because the variables are comparatively less variants, they may be replaced with constants as depending on conditions of observation [8-9].

These difficulties are overcomes with our Maxwell's equations, [14-16], where the close relation between the Maxwell system and the Dirac equation with $\boldsymbol{E} P \boldsymbol{B}$ is shown in [15].

## II. THE NATURE OF THE INVESTIGATION

Again, following [9], if one accepts as valid the principle of relativity, i.e., the principle of covariance of the laws under coordinate transformations, the choice of a proper scheme of geometry is an essential part of the task of constructing the fundamental equations concerned. In this respect, it is significant to recall that the Dirac equation is not completely covariant under the Lorentz transformation. It appears that the range of the meaning implied by the Dirac equation can no longer be confined in the Euclid space. This situation suggests first that the scheme of geometry be properly generalized and then that the Dirac equation be modified accordingly. We expect, in this way, that the fundamental equations thus found will be able to embrace the Dirac equation and the Maxwell-Lorentz equations as of two special cases respectively.

In a geometrical scheme more general than the Euclidean, each component of the metric tensor $g_{i j}$ is a function of space-time coordinates. Therefore, it seems to be sensible to expect that any matter field, with no exception, is accompanied by a gravity field. The fundamental equations govern simultaneously the matter field and the metric field is the equation $R_{i j}-\frac{1}{2} g_{i j} R=-k T_{i j}$ proposed earlier by Einstein [10-11]. The left hand side of the equation is called the Einstein tensor $G_{i j}$. One might surmise that a matter field determines uniquely the Einstein tensor of the space where the matter field is located. Thus it appears that the Einstein tensor can be the representation or the image of the matter field.

Here we can say that the field equations of general relativity are rarely used without simplifying assumptions. The most common application treats of a mass, sufficiently distant from other masses, so as to move uniformly in a straight line. All applications of special relativity are of this type, in order to stay in Minkowski spacetime. A body that moves inertially (or at rest) is thus assumed to have fourdimensionally straight world lines from which they deviate only under acceleration or rotation. The well-known Minkowski diagram of special relativity is a graphical representation of this assumption and therefore refers to a highly idealized situation, only realized in isolated free fall or improbable regions of deep intergalactic space.

In the real world the stress tensor never vanishes and so requires a nonvanishing curvature tensor under all circumstances. Alternatively, the concept of mass is strictly undefined in Minkowski space-time. Any mass point in Minkowski space disperses spontaneously, which means that it has a space-like rather than a time-like world line. In perfect analogy a mass point can be viewed as a local distortion of spacetime. In euclidean space it can be smoothed away without leaving any trace, but not on a curved manifold. Mass generation therefore resembles distortion of a euclidean cover when spread across a non-euclidean surface. A given degree of curvature then corresponds to creation of a constant quantity of matter, or a constant measure of misfit between cover and surface, that cannot be smoothed away.

Here, a strain field appears in the curved surface. At any point on the curved manifold the gradient of the strain field is perpendicular to the tangent vector and coincides with the axis of the local light cone. To relieve the stress, the natural response of the mass point is displacement along the stress gradient and hence it traces out a time-like world line at constant spatial coordinates. This displacement, along the time coordinate only, is the arrow of time, which appears as a direct consequence of the curvature of space. There is no time in euclidean space.

The primary cause of mass generation by space curvature is elimination of the strict orthogonality between time and space coordinates which allows the strain field (mass point) to acquire complementary time-like and space-like attributes. This is the mechanism envisaged by Corben [4] as a model for creating mass through relativistically invariant self-trapping of a free bradyon and a free tachyon, (time-like and space-like waves).

The essence of the argument advanced here is that real world-space is not euclidean and that space is generally curved into the time dimension, consistent with the theory of general relativity. The curvature may not be sufficient to become obvious in a local context. However, it is sufficient to break the time-reversal symmetry that seems to characterize the laws of physics. Not only does it cause perpetual time with respect to all mass, but actually identifies a fixed direction for this It creates an arrow of time and thereby eliminates an inconsistency in the logic of physics: how reversible microscopic laws can underpin an irreversible macroscopic world. General curvature of space breaks the time-reversal symmetry and produces chiral space, manifest in the right-hand force rule of electromagnetism. The fact that most other fundamental laws of physics do not refer the chirality of space, nor the arrow of time, confirms that the curvature on a local scale is barely detectable. Here to overcome the electron problem we considerer the chiral electrodynamic [14]

In connection with quantum phenomena, Einstein emphasized often that the field in question must be free of singularities. His reasoning seems to be based on the following two observations: Conventional wave functions in quantum mechanics are free of singularities. On the other hand, in his general theory of relativity completed in 1916, the differential equations of the metric space completely replace the Newton theory of the motion of celestial bodies, if the masses are substituted with singularities of the field; those equations contain the law of force as well as the law of motion while eliminating inertial systems.

Einstein had a conjecture that a satisfactory theory be obtained by modifying the general theory of relativity so that the singularities do not arise in a field determined by the differential equations of the metric space. He assumed that the desirable modification be made by eliminating the symmetry condition of the metric tensor from the general theory of relativity completed in 1916.

In 1948, near the end of his life, Einstein thought that he had success in formulating a satisfactory scheme of geometry in which the metric tensor is no longer symmetric. He hoped that this geometry could provide the framework in which the new theory of physics be established. Unfortunately, however, the result was disappointing; a stationary field free from singularities could never represent a mass different from zero. We thus recognize that Einstein's view of conventional quantum mechanics is partially right, and a causal and determinative law is underlying conventional quantummechanical phenomena of the electron.

Now, we can say that the general solution of a partial differential equation contains a set of functions whose forms are not determined by the equation but by initial and boundary conditions. A physically significant solution is a particular solution that satisfies proper initial and boundary conditions. It is a significant event in the history of physics that Einstein had persistently failed to recognize the significance of initial and boundary conditions in interpreting physical laws. His theory with $T_{i j}=T_{i j}^{\text {max wel }}$ however, does not explain quantum-mechanical phenomena, and is not satisfactory if we considerer the unimodular theory. We see the same failure in Dirac's interpretation of the Dirac equation for the electron if we not considerer that the Dirac equation is derived from chiral electromagnetic fields with $\boldsymbol{E} \mathrm{P} \boldsymbol{B}$ [14-16].

## III. FUNDAMENTAL EQUATIONS

In the following investigation, the variables are in general defined as tensors in a four-dimensional Riemannian space. The mathematical treatment of them follows the ordinary rule of tensor calculus. For the convenience of reference, the mathematical symbols employed are mostly similar to those in (Koga, Møller, [9-11]), unless otherwise specified.

Those equations are mutually coupled, and the strong tendency of the electron to be a localized and stable field must be effected by the characteristics of those equations and proper boundary and initial conditions.

For formulating the fundamental equations, it is customary to rely on Hamilton's principle of variation of deriving covariant equations from a Lagrangian function. But the choice of the Lagrangian function is arbitrary, and so is of variation methods. There is no assurance of uniqueness of the result. As Eddington remarked earlier [12], the physical significance of the method is unknown and doubtful, particularly when we have no means of evaluating those resulting equations immediately and directly in comparison with empirical information. Our experience in this field of physics is yet naive; instead of taking any axiomatic approach, it seems to be desirable to continue an effort of reflecting on the physical reality via equations known thus far. The guiding principle is that of general relativity, and the main hypothesis is that the fundamental equations embrace the Dirac equation and the Maxwell-Lorentz equations as of two special cases respectively. Although we do not intend to compare solutions of the fundamental equations directly with empirical information, we concern ourselves with the consistency and compatibility among those conditions under which the fundamental equations are reduced to the Dirac equation and the Maxwell-Lorentz equations. We expect that the present investigation will shed some light on those perplexing difficulties which we encounter in comprehending the behavior of an electron solely according to the Dirac equation and the Maxwell-Lorentz equations. Beyond this, we have an ambition to investigate the possibility that other elementary particles are governed by the same fundamental equations under varied restrictive conditions".

## IV. THE MATTER FIELD AND THE METRIC TENSOR FIELD

The equations for the matter field and those for the metric tensor field are intimately coupled together. In a conventional sense, however, we may call the following the equations for the matter field [9]:

$$
\begin{align*}
& \frac{1}{\sqrt{-g}} \frac{\partial\left(\sqrt{-g} F^{i j}\right)}{\partial x^{j}}-g^{i j} \frac{\partial \eta}{\partial x^{j}}=0,  \tag{1}\\
& \frac{1}{\sqrt{-g}} \frac{\partial\left(\sqrt{-g} F^{* i j}\right)}{\partial x^{j}}-g^{i j} \frac{\partial \xi}{\partial x^{j}}=0 . \tag{2}
\end{align*}
$$

In these equations, $g$ is the determinant of the metric tensor $g^{i j} ; F^{i j}$ is an antisymmetric tensor and $F^{* j}$ is conjugate to $F^{i j} ; \xi$ and $\eta$ are scalars. One might ask why these equations are fundamental. The answer is simple: Firstly, these equations are covariant in the Riemannian sense; secondly, these equations can be as the Riemannian generalization of the Maxwell-Lorentz equations. However, we do not immediately relate these equations to the Maxwell-Lorentz equations; a physical consideration is needed prior to doing so.

We expect that those equations in the above will eventually be reduced to the Dirac equation and also to the Maxwell-Lorentz equations, and write for $F^{i j}$

$$
F^{i j}=\left(\begin{array}{cccc}
0 & B_{z} & -B_{y} & -E_{x}  \tag{3}\\
-B_{z} & 0 & B_{x} & -E_{y} \\
B_{y} & -B_{x} & 0 & -E_{z} \\
E_{x} & E_{y} & E_{z} & 0
\end{array}\right) .
$$

Considering

$$
\begin{align*}
& F^{* i j}=g^{i k} g^{j m} F_{k m}^{*} \\
& \quad=\frac{1}{2} \sqrt{-g} g^{i k} g^{j m} \delta_{k n s t} F^{s t} \tag{4}
\end{align*}
$$

where $\delta_{\text {knst }}$ is the Levi-Civita symbol, we have

$$
\begin{align*}
& F^{*}{ }_{i j}=\left(\begin{array}{cccc}
0 & -E_{z} & E_{y} & B_{x} \\
E_{z} & 0 & -E_{x} & B_{y} \\
-E_{y} & E_{x} & 0 & B_{z} \\
-B_{x} & -B_{y} & -B_{z} & 0
\end{array}\right) \times \sqrt{-g}, \\
& F^{* * j}=\left(\begin{array}{cccc}
0 & -P_{z}^{\prime} & P_{y}^{\prime} & -Q_{x}^{\prime} \\
P_{z}^{\prime} & 0 & -P_{x}^{\prime} & -Q_{y}^{\prime} \\
-P_{y}^{\prime} & P_{x}^{\prime} & 0 & -Q_{z}^{\prime} \\
Q_{x}^{\prime} & Q_{y}^{\prime} & Q_{z}^{\prime} & 0
\end{array}\right) . \tag{5}
\end{align*}
$$

From here on, we shall often write $\stackrel{\mathbf{u}}{E}$ for $\left(E_{x}, E_{y}, E_{z}\right)$ and $\stackrel{\stackrel{u}{B}}{B}$ for $\left(B_{x}, B_{y}, B_{z}\right)$ simply for the sake of convenience, although they are not three-vectors. We note that in general.

$$
\begin{equation*}
\stackrel{\mathrm{u}}{E \neq \mathrm{E}^{\prime}}, \quad \stackrel{\stackrel{u}{u} \neq B^{\prime}}{\mathbf{u}} \tag{6}
\end{equation*}
$$

However, if

Are permissible to a good approximation. We expect the equivalence between the two sets of equations will be established, if the metric tensor field be properly evaluated in the following.

As is well known, Einstein in 1916 proposed an equation for the metric tensor [6].

$$
\begin{equation*}
R_{i j}-\frac{1}{2} g_{i j} R=-k T_{i j} \tag{8}
\end{equation*}
$$

where $R_{i j}$ is the contracted curvature tensor, $R$ is the curvature scalar, and $T_{i j}$ is the energy-momentum tensor of the matter field. Einstein gave this equation by
considering that the only fundamental tensors that do not contain derivatives of $g_{i j}$ beyond the second order are functions of $g_{i j}$ and the Riemann-Christoffel curvature tensor and that the equation is analogous to the Poisson equation for the gravitational field to the non-relativistic limit. It seems that Einstein proposed this equation for the purpose of solving cosmological problems, i.e., the structure of the universe as a whole [6,12]. Only when Eq. (8) is considered simultaneously with Eqs. (1) and (2), the equation for an elementary particle may be solved. If it is noticed that Eq. (8) alone consists of ten simultaneous partial differential equations of the second order, the analytical treatment of those equations concerned is an extremely difficult task. Moreover, it was not completely known how $T_{i j}$ is to be constructed in terms of $F^{i j}, \eta$ and $\xi "$.

For this problem, Koda shows that a set of nonlinear partial differential equations covariant in a non-Euclidean space is reduced to the Dirac equation for the electron under certain assumptions for $\eta$ and $\xi$ which are complex functions of $g^{i j}$ and to the Maxwell equations by considering the current $s^{i}$ for $g^{i j} \partial \eta / \partial x^{i}$ and $\xi=0$. In the course of reduction, he gives opportunities for understanding the relationship between the Dirac equation and the Maxwell-Lorentz equations, and also for visualizing conditions which limit feasible applications of those known equations in physics.

There are schemes of geometry that are more general than the Euclidean and less than the Riemannian. Contrary to Koda approach we propose a chiral electric ( $s_{\text {elect }}^{i}$ ) and a chiral magnetic current $s_{\text {magnet }}^{i}$, which are not functions of $g^{i j}$ and its give a linear solution for Maxwell and Dirac equations. It is noted that, because of the restrictive conditions, viz., Eq. (8), Einstein's geometry is less general than the Riemannian [12]. According to Einstein, the Einstein tensor, the left hand side of Eq. (8), should vanish in a space empty of matter. On the other hand, in the Riemann geometry, it does not vanish in general. However, the covariant divergence of the Einstein tensor vanishes always in the Riemann geometry as well as in Einstein's [10]. As noted earlier, Einstein chose Eq. (8) as one of the possibly simplest equations.

Einstein (1919) attempted to investigate the structure of an elementary particle as based on the same equation. There, however, he did not pay much attention to $T_{i j}$. He simply speculated that the matter field is an electromagnetic field, using a unimodular theory with $T_{i j}=T_{i j}^{\text {max well }}$ and the magnetic field $\boldsymbol{B}$ perpendicular to electric field $\boldsymbol{E}$, ( $\boldsymbol{E} \perp \boldsymbol{B})$. Contrary to Einstein conjecture, in our present problem in which an electron is considered to be a small universe, we considerer $\boldsymbol{E}$ Р $\boldsymbol{B}$, ie, we suppose that the electron -positron equation is the Dirac equation if only if it is derived from electromagnetic fields with $\boldsymbol{E} P \boldsymbol{B}$, inserted in the original Einstein equation $R_{i j}-\frac{1}{2} g_{i j} R=-k T_{i j}$, with $T_{i j}=\left.T_{i j}^{\text {Mawell }}\right|_{E=i B}$. That means $F^{i j}=i F^{* i j}$, where $i=\sqrt{-1}$, and $s_{\text {elect }}^{i}, s_{\text {magnet }}^{i}$, given by

$$
\begin{align*}
& \frac{\partial F^{\mu v}}{\partial x^{v}}=\frac{4 \pi}{c} J_{e}^{\mu}=-\frac{i m c}{\mathrm{~h}} E_{e}^{\mu}=s_{\text {elect }}^{i}  \tag{9}\\
& \frac{\partial \mathcal{F}^{/ 6 v}}{\partial x^{v}}=\frac{4 \pi}{c} J_{m}^{\mu}=\frac{i m c}{\mathrm{~h}} B_{m}^{\mu}=s_{\text {magnet }}^{i} \tag{10}
\end{align*}
$$

Thus, contrary to Einstein equation for the electron (unimodular theory) [13], our equation (8), (9) and (10), contain Planck's constant $h$, the electronic mass $m$ and charge $e$, which are essential to obtain the Dirac equation.

With equations (9-10), it's possible to show that an electron is like a toroid with $\boldsymbol{E} P \boldsymbol{B}, \operatorname{spin} 1 / 2$, without radiation and $r_{p}=T=\mathrm{h} / 2 m c$ (figure 1).


Fig. 1 - Electron model

## V. CONCLUSION

Thus we are presented a new theory based on chiral electrodynamic which reproduces at the first time the Dirac equation for the electron unifying the gravity with electromagnetism [14-16].
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At PIRT 2006, a speculative concept of a photon-like solution to Maxwell's classical equations was presented [1] in which helically rotating solutions appeared to have properties that are typically associated with photons. Since that time, our understanding of these solutions has increased and the previous work has to be modified. This paper will present a digest of the latest results that enables us to clarify past work and review new experimental evidence for the theory.

There is already sufficient experimental evidence to show that single photons can have a measurable group velocity [2], measurable phase velocity [3] and can be localised [4]. Various Maxwellian models that provide a confined packet of classical energy have been discussed theoretically by several researchers [5,6] but these packets all rely on specific field profiles. Here the task is to find a packet that applies to all classical modes, is invariant to Lorentz transformations, and has a property that is recognisable as spin that increments in energy in appropriate units. At present the work is confined to beams in free space.

As a starting point, general solutions of Maxwell's equations are conveniently labelled as TE (Transverse Electric fields) or TM (Transverse Magnetic fields) solutions (Figure 1). Here E, B and the direction of propagation form a right handed set of vectors [7]. TE and TM modes have a group velocity $v_{g}<c$ with a phase velocity $=$ $c^{2} / v_{g}>c$. It is therefore always possible to travel in a frame of reference moving with the group velocity of these electromagnetic waves. In such a frame of reference, and using light cone coordinates [8], there are wave vectors $k_{\mathrm{f}}$ and $k^{\prime \prime}$ (associated with light on the forward and reverse branches of the light cone) which are equal and opposite :
$k_{\mathrm{f}}=-k^{r}$ as is found in most resonators.
With these concepts it is found possible to invent a Lorentz invariant wavepacket with a definite frequency, definite duration, definite phase velocity $v_{p}>c$ and definite group velocity $v_{g}<c$ :

$$
F_{z}=E_{\mathrm{z}}+\mathrm{i} c B_{z}=F_{z o} \exp \left[\mathrm{i}\left(k_{\mathrm{o}} z-\mathrm{w}_{0} t\right)\right] \cos \left[\left(\mathrm{w}_{\mathrm{o}} / c\right)\left(z-\underline{v}_{g} t\right) \mathrm{d}\right] .
$$

Here d is an arbitrary Lorentz invariant number that defines the phase-length of the packet and also defines the relative spread of the frequencies composing the wavepacket. This packet produces a Lorentz invariant envelope for the axial fields but fails to envelope properly the transverse fields $\mathbf{F}_{\mathbf{T}}=\mathbf{E}_{\mathbf{T}}+\mathrm{i} c \mathbf{B}_{\mathbf{T}}$.

Different mechanisms are used to ensure that the transverse fields are localised. These mechanisms are called here distributed spin-rotations. They are localised rotations of the transverse fields of any mode and can be observed mathematically only in the vector formulation of Maxwell's equations. They provide helical modulation moving at the group velocity and form an enveloping packet for the transverse fields. Spin-rotations should not be confused with the helical phase fronts observed by other
workers [9]. In principle distributed spin-rotations can have arbitrary frequencies. However to ensure that the packet enveloping the transverse fields has the same duration as the packet enveloping the axial fields, two fields with equal and oppposite spin rotations are required with magnitudes that are quantised to be proportional to $(2 \mathrm{~N}+1)\left(\mathrm{w}_{0} / c\right)$ where N is integer. Figure 1 shows the idea schematically $(\mathrm{N}=1)$. The lateral extent of the packet can be controlled, not just by the classical field profile, but by additional imaginary distributed spin rotations. Thus distributed spin rotations in principle allow for a flexible range of packets that might either emerge from confined sources or be detected by compact detectors. The duration of this photon-like packet is also flexible (determined by the value $1 / \mathrm{d}$ ) but, when this duration is taken into account, the helical distributed spin rotations appear to contribute to a classical energy proportionally to $(2 \mathrm{~N}+1)(\mathrm{w} / c) \mathrm{H}$ where N is some Lorentz invariant integer. At present the theory is unable to evaluate H .

The paper will end with a brief review of experiments that could support this theory as a model for a photon

## Transverse Electric/Magnetic electromagnetic waves


 $=(\boldsymbol{\omega} / c) / k_{z}>1$
$E_{T} \| c B_{T} \times n$
For both TE and TM

$\left|\mathbf{E}_{\mathbf{T}} /\right| c \mathbf{B}_{\mathbf{T}}$
$=k_{z} /(\omega / c)<1$

Fig. 1 - TE and TM waves (TE waves are 'driven' by $\mathrm{cB}_{\mathrm{z}}$ TM waves are 'driven' by $\mathrm{cE}_{\mathrm{z}}$ ). Phase velocity $=\mathrm{w} / \mathrm{k}=\mathrm{v}_{\mathrm{p}}>\mathrm{c}$; Group velocity $\mathrm{v}_{\mathrm{g}}=\mathrm{c}^{2} / \mathrm{v}_{\mathrm{p}}<\mathrm{c}$. Can therefore always find a real frame of reference moving with the velocity of the electromagnetic waves.


Fig. 2 - Lorentz Invariant Envelopes. Every modal field with axial fields $F_{z}=E_{z}+i c B_{z}$ and transverse fields $\mathrm{F}_{\mathrm{T}}=\mathrm{E}_{\mathrm{T}}+\mathrm{ic}_{\mathrm{C}}$ can be enveloped about a central frequency $\mathrm{w}_{\mathrm{o}}$ with a Lorentz invariant parameter d controlling the phase duration of the envelope. The transverse fields are enveloped by counter rotating spins. $\mathrm{M}=2 \mathrm{~N}+1$ is always an odd integer to ensure the axial and transverse fields to have the same duration of packet. The classical energy added by this spin is proportional to $\mathrm{M}(\mathrm{w} / \mathrm{c}) \mathrm{H}$ where H is some Lorentz invariant number.
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## I. INTRODUCTION

It is known that a conception of measurement and corresponding measuring procedures has been first introduced in macrophysics by Einstein under physical interpretation of the Lorentz transformations and their implications. Later the conception of "measurement" acquired further development in quantum mechanics, but its specifics obviously lied outside of classical phenomena. Due to this reason we will not consider below any quantum measurements and restrict our analysis by the classical approach only.

So, Einstein was the first who said that the spatial and time intervals, entering into the Lorentz transformations, should be measured experimentally, and he defined methods for measurement of these intervals. Namely, he suggested applying unit scales for measurement of length and standard clocks for measurement of time. Such standard clocks are based on any stationary periodic process, and, besides, being placed at different spatial points, they should be synchronized to each other. For this purpose Einstein suggested a familiar procedure, which involves the exchange by short light pulses between distant clocks. On the basis of such a model of an inertial reference frame, which includes three spatial coordinates and an infinite set of synchronized clocks filled the entire space, Einstein was successful to explain all principal implications of the Lorentz transformations.

However, a number of physicists of the beginning of $20^{\text {th }}$ century were not completely satisfied by Einstein's explanation of relativistic effects, suspecting an artificial point in the involving of a concrete (Einstein) model of the inertial reference frame in a general physical analysis. There aroused a question: do the same relativistic effects take place, if we determine the inertial reference frame in some other way, with another set of adopted measuring procedures? It has been understood later that the measuring procedures in macrophysics could be indeed defined at a more general level, than the suggested by Einstein. Namely, one can introduce any measuring procedure belonging to a type of "admissible". This type of procedures must satisfy three requirements [1]:

1. Unambiguity: i.e., the results of measurement should be reproducible for the fixed physical conditions.
2. Reversibility: for example, the distance measured from A to B should be equal to the distance measured from B to A.Transitivity: for example, the sum of measured lengths $A B$ and $B C$ should be equal to the length $A C$, when $A B, B C$
and AC are collinear to each other.Einstein was not aware on these requirements yet, since they appeared later. However, it is important to emphasize that the measuring procedures introduced by Einstein occurred compatible with the listed above requirements and thus, fallen into the type of "admissible". Just due to this circumstance, a physical meaning of the Lorentz transformations disclosed by Einstein, has much more general significance than the measuring procedures involved into his analysis. What is more, Einstein's measuring procedures are not, of course, unique among other "admissible" ones. For example, it is well known that spatial intervals can be measured by the location method with the short light pulses. Any massive particles also can be involved, if their velocities are fixed. One can easily show that the location method also belongs to "admissible" measuring procedures, and conceptually it is not worse (or better) that the unit scales by Einstein. Analyzing a process of synchronization of clocks, we mention Bridgman's method (slow transportation of clock [2]). Scientific literature contains numerous papers with a comparable analysis of Einstein and Bridgman procedures of clock synchronization, which seem are not substantial: both these procedures are "admissible" and thus, equivalent to each other at the conceptual level. However, by historical reasons, the analysis of processes of measurement in space-time physics usually implies Einstein's model of a reference frame.

Further on, considering an inertial motion in an empty space (special relativity, STR), we notice that it is usually assumed (explicitly or implicitly) that there is always such a way to construct the inertial reference frame, wherein measured space and time intervals directly coincide with their true (physical) magnitudes. However, the statement on coincidence of measured and true values (for optimal measuring procedures) is not trivial and, in fact, represents a postulate to be equivalent to the famous Einstein's postulates. Indeed, as we will see below, the identical coincidence of true and measured values represents an exclusive property of space-time with Minkowskian metrics. In its turn, the acceptance of this metrics for any inertial reference frame is well sufficient for development of the entire mathematical apparatus of special relativity and all physical implications of this theory (see, Fig. 1).

postulates
In the general relativity, dealing with the Riemann geometry, a notion of reference frame is changed significantly. Nevertheless, the conception of admissible measuring procedures remains in force, when two infinitely near spatial points are considered. In general, for an arbitrary admissible reference frame in a curvilinear geometry, the measured and true (physical) infinitelysimal spatial and temporal intervals are not already equal to each other, but connected to each other via the metric tensor $\mathbf{g}$ by the relationships

$$
\begin{equation*}
d \tau=\sqrt{g_{00}} d t+\frac{g_{0 \alpha} d x^{\alpha}}{c \sqrt{g_{00}}}, d l^{2}=\left(-g_{i j}+\frac{g_{0 i} g_{0 j}}{g_{00}}\right) d x^{i} d x^{j} \tag{1}
\end{equation*}
$$

where $d l, d \tau$ are the physical space and time intervals, and $d x^{j}$ are correspondent coordinate ("measured") intervals ( $\alpha=0 \ldots 3, i, j=1 \ldots 3$ ). By the way, these relationships
show that physical and measured infinitelysimal intervals coincide with each other only for the metric tensor (1-1-1-1), i.e., for Minkowskian space-time.There is a known mathematical theorem, according to which any symmetric tensor with the constant coefficients can be transformed to a diagonal form by means of an appropriate transformation. Such is the metric tensor at any fixed point of space-time, and hence in the neighborhood of such a point, this tensor can be presented in the diagonal form. This statement constitutes one of the cornerstones in mathematical substantiation of the equivalence principle, although the latter is wider (in particular, it also requires a simultaneous vanishing of the Christoffel symbols). Physically it means that any gravitational field at any space-time point can be excluded by suitable acceleration motion. In this case we locally get a diagonal metric tensor and the equality of physical and measured (coordinate) values. At the same time, in the analysis of conception of measurement it is worth to distinguish a special kind of transformations

$$
\begin{equation*}
\left\{x^{0}, x^{i}\right\} \rightarrow\left\{x^{\prime} 0\left(x^{i}\right), x^{\prime} i\left(x^{i}\right)\right\},(i=1 \ldots 3) \tag{3}
\end{equation*}
$$

when an observer does not leave his own frame of references with the given instantaneous velocity and acceleration. Then one can show that it is impossible to diagonalize the metric tensor by means of the transformations (3) alone. This result seems to be obvious from a physical viewpoint: in the considered frame of references, we cannot exclude the gravitation field at any fixed spatial point by means of coordinate transformations solely. In its turn, this signifies that the coordinate (measured) spatial and time intervals, obtained by an experimenter in his own reference frame, do not, in general, coincide with corresponding physical values. In other words, physical spacetime becomes not observable directly by this experimenter. It does not create any problems, if this experimenter knows the metric tensor. Then he can apply eqs. (1), (2) to the available coordinate values and obtain corresponding physical spatial and temporal intervals. However, when we conceive to analyze the foundations of spacetime physics, then, in general, we cannot know the metric tensor a priori, even for an empty space-time. Thus, a determination of physical space-time coordinates from the available measured spatial and temporal intervals becomes a non-trivial problem, which, in author's opinion, is often underestimated. As the simplest example on this subject we refer to the known ether theories alternative to special relativity. Almost all such theories, beginning with a primitive hypothesis on the "classical ether" and finishing by modern covariant constructions, adopt (often tacitly) an "obvious" statement that physical values for this or that inertial observer can be directly measured in experiment. However, it has been shown above that such a statement represents, in fact, a principal postulate of special relativity. Therefore, the adoption of this postulate and simultaneous negation of the equivalence of all inertial reference frames is a highly inconsistent step, which often explains a failure to construct a reasonable space-time theory to be alternative to special relativity. This example shows that the problem of interpretation of the results of measurements in various geometries is very important. The experimental data in space-time can be conditionally divided into two classes: astrophysical and laboratory. In astrophysical observations the problem to distinguish "physical" and "measured" values usually does not emerge. However, in the realization of laboratory scale experiments and their interpretation, a possible difference between physical and measured values should be obligatory taken into account. Besides, the distinguishing of such values, in general, should be included into a structure of any space-time theory.

Below we demonstrate an efficiency of such an approach with the simplest case: inertial reference frames in an empty space-time.

## II. EMPTY SPACE-TIME AND COVARIANT ETHER THEORIES

It is well known that within special relativity all inertial frames in an empty space-time are equivalent to each other. Mathematically it means that all fundamental physical equations are form-invariant with respect to the Lorentz transformations. Numerous ether theories (for their review see, e.g. [3]) admit a breakage of equivalence of the inertial frames, suggesting various physical interpretations to the world ether.

We intend to show below that all ether theories, which adopt the homogeneity and isotropy of physical space-time in the privileged (absolute) inertial frame, should have some essential common features at the phenomenological level, regardless of the postulated concrete physical properties of ether. A disclosure of such phenomenological similarity of various ether theories will be based on the presented above approach to the analysis of measuring procedure in space-time.

The homogeneity and isotropy of physical space-time in the absolute inertial reference frame simply signifies that it has pseudo-Euclidean geometry with the Minkowskian metrics. Further on we notice that any possible physical model of the world ether, from a mathematical viewpoint, signifies a dependence of metric coefficients $g_{\alpha \beta}$ on the absolute velocity $\boldsymbol{v}$ of a reference frame in question, or in a symbolic notation,

$$
\begin{equation*}
g=g(v) \tag{4}
\end{equation*}
$$

Simultaneously we demand that the dependence (4) should be "admissible", that is, it does not destroy the known requirements

$$
\begin{equation*}
g_{00}>0, g_{\alpha \beta} d x^{\alpha} d x^{\beta}<0, \tag{5}
\end{equation*}
$$

which mean that the given inertial reference frame can be realized in nature.
It is worth to emphasize that eqs. (4), (5), which restrict a form of possible dependences (4), immediately signify that the developed ether theory complies with the general relativity principle.

Further on we notice that any motion of a reference frame cannot influence a type of geometry of empty space-time and thus, it remains pseudo-Euclidean. One follows from there that any four-vector in physical space-time $x_{p h}$ within an arbitrary inertial reference frame should be a linear function of the corresponding Minkowskian four-vector $x_{L}$ of the same frame:

$$
\begin{equation*}
\left(x_{p h}\right)_{i}=B_{i j}\left(x_{L}\right)^{j}, \tag{6}
\end{equation*}
$$

where the coefficients of the matrix $\mathbf{B}$ depend only the absolute $\boldsymbol{v}$ of the inertial frame under consideration (if we exclude trivial rotations and translations of space), and the Minkowskian four-vectors $x_{L}$ obey the Lorentz transformation:

$$
\begin{equation*}
x_{L \alpha}=L_{\alpha \beta} x^{\prime \prime}{ }_{L}^{\prime} \tag{7}
\end{equation*}
$$

(hereinafter the primed four-vectors belong to the absolute frame). Pseudo-Euclidean space with the four-vector $x_{p h}$ defined by eq. (6) has the so-called oblique-angled metrics. In this space the physical $x_{p h}$ and measured $x_{m}$ (co-ordinate) four-vectors differ from each other, and we actually work under negation of the STR postulates and thus develop logically non-contradictory ether theory.

Further we need to determine the transformation rules separately for physical $x_{p h}$ and measured $x_{m}$ four-vectors. We take into account that in the absolute frame, due to its

Minkowskian metrics, both kinds of four-vectors do coincide with each other and equal to the Minkowskian four-vectors $x_{L}$ :

$$
\begin{equation*}
\left(x_{p \boldsymbol{h}}^{\prime}\right)_{\alpha} \doteq\left(x_{m}^{\prime}\right)_{\alpha} \doteq\left(x_{L}^{\prime}\right)_{\alpha} \tag{8}
\end{equation*}
$$

(hereinafter the primed four-vectors belong to the absolute frame $\mathrm{K}_{0}$ ). Thus, in contrast to the standard approach, now we need to determine two different, in general, laws of transformation for physical and measured four-vectors under the implementation of eq. (8). It is wonder that a pure set of requirements (6)-(8) occur, nevertheless, sufficient to find the transformation rules for measured space-time four-vectors. Omitting particular calculations (which can be found in $[4,5]$ ), we present a final result: a transformation between the absolute frame and arbitrary inertial frame, moving at the constant absolute velocity $\boldsymbol{v}$, has the Lorentz form:
$\left(x_{m}\right)_{\alpha}=L_{\alpha \beta}(\boldsymbol{v})\left(x_{m}^{\prime}\right)^{\beta}$.
Further, a transformation between two arbitrary inertial frames $\mathrm{K}_{1}$ and $\mathrm{K}_{2}$ also has the Lorentz form, but it is implemented via the absolute frame $\mathrm{K}_{0}$ :

$$
\begin{equation*}
\left(x_{\boldsymbol{m}}\right)_{\alpha}=L_{\alpha \beta}\left(\boldsymbol{v}_{1}\right)\left[L^{-1}\left(\boldsymbol{v}_{2}\right)\right]^{\beta \gamma}\left(x_{m}\right)_{\gamma} \tag{10}
\end{equation*}
$$

where $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ are the absolute velocities of the frames K1 and K2, correspondingly. Of course, a direct Lorentz transformation between the frames $\mathrm{K}_{1}$ and $\mathrm{K}_{2}$ with the velocity $\boldsymbol{u}=\boldsymbol{v}_{1} \oplus \boldsymbol{v}_{2}$ is also possible, but it will be not rotation-free [6].

Now it is worth to recall that within special relativity, a transformation between two arbitrary inertial frames is completely determined by their relative velocity $\boldsymbol{u}$. However

$$
\begin{equation*}
L\left(\boldsymbol{v}_{1}\right)\left[L^{-1}\left(\boldsymbol{v}_{2}\right)\right] \neq L(\boldsymbol{u}), \tag{11}
\end{equation*}
$$

in a general case (when $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ are not collinear to each other), even if $\boldsymbol{u}=\boldsymbol{v}_{1} \oplus \boldsymbol{v}_{2}$. The inequality (11) reflects a known property of non-commutativity of the Lorentz transforms for non-collinear velocities $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$. In its turn, this inequality indicates that, in general, the developed ether theory can be distinguished from STR at the level of experimentally measured quantities. Hence there is a possibility, at least in principle, to choose experimentally either STR, or the developed general ether theory, named by us as covariant ether theory (CET) due to its compatibility with the general relativity principle. Moreover, we can immediately formulate two necessary requirements for realization of a crucial experiment for verification of CET:

1. Eq. (11) shows that we have to deal with transformation between two inertial frames at least, which move at the different velocities $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ in the absolute space, and both velocities should be not collinear to each other. (We remind that for $\boldsymbol{v}_{1} / / \boldsymbol{v}_{2}$, $L\left(\boldsymbol{v}_{1}\right)\left[L^{-1}\left(\boldsymbol{v}_{2}\right)\right]=L(\boldsymbol{u})\left(\right.$ where $\left.\boldsymbol{u}=\boldsymbol{v}_{1} \oplus \boldsymbol{v}_{2}\right)$, and the absolute velocity is not observable). Since any laboratory scale experiments are carried out on Earth, the latter represents the first natural reference frame, moving in the absolute space at the velocity $\boldsymbol{v}_{E}$. In order to get the second inertial frame, different from the first one (which is attached to the Earth), we need to have a moving inertial element in our experimental setup, which has the absolute velocity $\boldsymbol{v} \neq \boldsymbol{v}_{E}$. Then the maximum value of a "non-relativistic" effect will be observed in the case, where $\boldsymbol{v}$ and $\boldsymbol{v}_{E}$ are orthogonal to each other. By the way, one
immediately follows from there that all the interference experiments of Michelson-like type cannot distinguish STR and covariant ether theories.
2. In order to derive the second requirement for the crucial experiment, we recall that successive Lorentz transforms with non-collinear relative velocities entail the Thomas-Wigner rotation of co-ordinate axes of the inertial frames involved, eq. (12)

$$
\begin{equation*}
\Omega \approx \frac{u v_{E} \sin \alpha}{2 c^{2}}, \tag{12}
\end{equation*}
$$

where $\boldsymbol{u}=\boldsymbol{v} \oplus \boldsymbol{v}_{E}$ is the velocity of moving inertial element in the laboratory frame, and $\alpha$ is the angle between vectors $\boldsymbol{u}$ and $\boldsymbol{v}_{E}$.

The same effect (12) takes place in covariant ether theories for measured fourvectors $x_{m}$. At the same time, in contrast to STR, we may be flexible in the physical interpretation of the Thomas-Wigner rotation. Namely, within STR this rotation is always a real effect, even if we cannot indicate a dynamic origin of this rotation. In the covariant ether theories the Thomas-Wigner rotation happens for the measured fourvectors $x_{m}$, which, in general, do not coincide with the physical space-time $x_{p h}$. Hence we get a right to interpret this rotation as a purely apparent phenomenon, whose origin is completely kinematical and reflects the properties of physical space-time (for illustrative explanation of this statement see below, the problem in Fig. 2). Nevertheless, in spite of the appreciable difference in physical interpretation of the Thomas-Wigner rotation within both theories, it should be detected by an appropriate experimental setup. And here it is important that the angle $\Omega$ within CET is proportional to the absolute velocity of Earth $\boldsymbol{v}_{E}$ (eq. (12). Hence we have to observe oscillations of measured values of $\Omega$ due to daily and annual rotation of Earth: the effect, which is impossible for STR. Thus, an experimental setup for the crucial test of special relativity and covariant ether theories should be aimed to the measurement of Thomas-Wigner angle. From there we derive the second requirement to such crucial experiment: a long enough moving inertial element of an experimental setup in order to measure its spatial turn due to the Thomas-Wigner rotation.

Now it is worth to emphasize that both listed above requirements to the crucial experiment have been obtained at a phenomenological level, and hence they are relevant for any ether theory, regardless of a particular model of the world ether, if we adopt that such an ether is homogeneous and isotropic.

Another side of such crucial experiment is its consistent physical interpretation, especially in the case, where an oscillative character of $\Omega(\boldsymbol{v})$ dependence will be found. Let us show that such an interpretation can be given at the phenomenological level, too, without looking for physical properties of hypothetical ether. For this purpose one needs to determine some general properties of transformations in physical space-time.

Let us adopt that a transformation $\mathbf{A}$ between the absolute frame $\mathrm{K}_{0}$ and arbitrary inertial frame K in physical space-time

$$
\begin{equation*}
\left(x_{p h}\right)_{\alpha}=A_{\alpha \beta}\left(x^{\prime}{ }_{p h}\right)^{\beta} \tag{13}
\end{equation*}
$$

belongs to a kind of admissible, i.e., it does not violate the inequalities (5), and it constitutes a ten-parametric group of Lie. Excluding again trivial rotations and translations, we obtain the transformation between two arbitrary inertial reference frames in physical space-time in the form:

$$
\begin{equation*}
\left(x_{p h}\right)_{\alpha}=A_{\alpha \beta}\left(\vec{v}_{l}\right)\left[A^{-1}\left(\vec{v}_{2}\right)\right]^{\beta \gamma}\left(x_{p h}\right)_{\gamma} \tag{14}
\end{equation*}
$$

Further on we find a relationship between the matrix $\mathbf{A}$ and introduced above matrix $\mathbf{B}$ (see, eq. (6)):

$$
\begin{gathered}
B_{00}=\gamma / A_{00}, \\
B_{0 i}=A_{0 i}+A_{00} \times\left[\frac{v_{\alpha}}{c^{2}} \gamma+\left(\frac{1}{A_{00}^{2}}-1\right) \frac{v_{i}}{v^{2}}(\gamma-1)\right], \\
B_{i j}=A_{i j}+A_{i 0} \frac{v_{j}}{v^{2}}\left(1-\frac{1}{\gamma}\right),
\end{gathered}
$$

where

$$
\begin{equation*}
\gamma=\sqrt{1-v^{2} / c^{2}} \tag{15}
\end{equation*}
$$

In fact, this is all, what we can say about the transformation $\mathbf{A}$ in physical spacetime, when we proceed from the adopted properties of its symmetry. Further on we may only advance these or that hypotheses on the form of matrix $\mathbf{A}$ and determine corresponding properties of physical space-time.

It is interesting to consider the simplest case, where $\mathbf{A}=\mathbf{G}$ (admissible Galilean transformation). Notice that this case does not mean a return to the classical Newton mechanics, because the admissible Galilean transformations keep the inequalities (5), which demand, for example, a finiteness of the light velocity in vacuum. Substituting the matrix $\mathbf{G}$ into the obtained above Eqs. (15), one gets

$$
\begin{equation*}
B_{00}=\gamma, B_{i 0}=0, B_{0 i}=\frac{v_{i}}{c^{2}} \gamma, B_{i j}=\delta_{i j} \frac{v_{i} v_{j}}{v^{2}}\left(1-\frac{1}{\gamma}\right) . \tag{16}
\end{equation*}
$$

One can show (see, $[4,5]$ ) that eqs. (16) are equivalent to the adoption of the Lorentz ether postulates in physical space-time

1. Galilean law of speed composition
2. Absolute contraction of scale along the vector $\boldsymbol{v}$
3. Absolute dilation of time.

It is interesting to notice that the successive Galilean transformations are rotationfree. Hence, no Thomas-Wigner rotation takes place in physical space-time. Therefore, such a rotation is an illusive effect and is observed only in measured space-time coordinates.

Let us demonstrate this general conclusion with a particular problem depicted in Fig. 2, where we assume the admissible Galilean transformation in physical space-time.

Let two clocks $\mathrm{Cl}_{1}$ and $\mathrm{Cl}_{2}$ be placed upon the $x$-axis of some inertial reference frame K at rest in the absolute frame $\mathrm{K}_{0}$. The distance between $\mathrm{Cl}_{1}$ and $\mathrm{Cl}_{2}$ is equal to $L$. Let some rod with a proper length $L$ moves along the $y$-axis at a constant velocity $\boldsymbol{u}$. The axis of the rod is parallel to the $x$-axis, and the coordinates of its opposite ends upon the $x$-axis coincide with corresponding coordinates of $\mathrm{Cl}_{1}$ and $\mathrm{Cl}_{2}$. So, at the instant when the rod is intersecting the axis $x$, it is simultaneously touching the $\mathrm{Cl}_{1}$ and $\mathrm{Cl}_{2}$. We
assume that at the touch moment both clocks emit a short light pulse towards to the time analyzer (TA) placed between them. Hence the indication of TA is $\Delta t=0$.

Now consider the same problem, when the frame K moves at the constant absolute velocity $\boldsymbol{v}$ along the $x$-axis. One requires finding in the laboratory frame K an indication $\Delta t$ of TA.

We attach the frame $\mathrm{K}_{\mathrm{r}}$ to the moving rod and notice that the transformation from $\mathrm{K}_{\mathrm{r}}$ to K for measured space-time coordinates $x_{m}$ should be carried out in the succession $\mathrm{K}_{\mathrm{r}} \rightarrow \mathrm{K}_{0} \rightarrow \mathrm{~K}$ with the velocities $\boldsymbol{V}=\boldsymbol{v} \oplus \boldsymbol{u}$ and $\boldsymbol{v}$, correspondingly. Such a transformation for the $x_{\mathrm{ex}}$ coordinates entails a relative rotation of $\mathrm{K}_{\mathrm{r}}$ and K coordinate axes at the angle $\Omega \approx u v / 2 c^{2}$. Hence, at the instant when the left end of rod touches the $\mathrm{Cl}_{1}$, its right end has a non-zero coordinate $\Omega L \approx L u v / 2 c^{2}$ upon the axis $y$. From there


Fig. 2 - Scheme of 'diametrical' synchronization of distant clocks by moving 'ideal' rod

$$
\begin{equation*}
\Delta t \approx \Omega L / u=L v / 2 c^{2} \tag{17}
\end{equation*}
$$

Since the measured light velocity is isotropic, then Eq. (17) simultaneously gives the indication of TA. The same solution (17) is derived within STR, where $\mathrm{K}_{0}$ is just some external (not absolute, of course) inertial reference frame. Thus, the detection of the Thomas-Wigner angle (17) at some fixed moment $t$ by the experimental setup of Fig. 2 should be realized for both STR and CET, and it is not able to distinguish these theories yet. The difference in predictions of both theories emerges, when we continue to measure $\Omega$ during daily rotation of Earth. Then, if the absolute frame $\mathrm{K}_{0}$ really exists, the projection of absolute velocity of Earth $\boldsymbol{v}$ upon the $x$-axis continuously oscillates during a day and induces corresponding oscillation of $\Omega$. In the STR such oscillation of $\Omega$ is impossible, because it would signify that the external inertial frame $\mathrm{K}_{0}$, wherein eq. (17) is implemented, remains the same during daily rotation of Earth. Obviously, this contradicts to the postulate on equivalence of all inertial reference frames.

Another side of the problem is that eq. (17) has no physical interpretation in STR and in measured space-time coordinates $x_{m}$ of CET as well. Let us show that this equation has a clear physical meaning in physical space-time only. Indeed, here we get an absolute contraction of moving rod along its resultant absolute velocity $\boldsymbol{V}=\boldsymbol{v} \oplus \boldsymbol{u}$. This means that the projection of the rod perpendicular to $\boldsymbol{V}$ remains unchanged. Let us denote it as $L \sin \alpha$, where $\alpha$ is the angle between $\boldsymbol{L}$ and $\boldsymbol{V}$. A projection of the rod, which is parallel to $\boldsymbol{V}$, becomes equal to $L \sqrt{1-V^{2} / c^{2}} \cos \alpha$. As a result, the axis of the rod turns out with respect to the axis $x$ at the angle $\varphi \approx u v / 2 c^{2}$ in comparison with the case $v=0$ (to the order of approximation $c^{-2}$ ). Further, the physical light velocity along
the- $x$ axis of the laboratory frame K is equal to $c_{+}=c-v$, and in the opposite direction $c_{-}=c+v$. Hence, the indication of TA is

$$
\Delta t \approx \frac{\varphi L}{u}+\frac{L}{2(c+v)}-\frac{L}{2(c-v)} \approx \frac{L v}{2 c^{2}} .
$$

This coincides with Eq. (17). Thus Eq. (17) can be interpreted as the real appearance of the properties of physical space-time, in spite of the impossibility to directly measure $x_{\mathrm{ph}}$. In particular, the calculations presented allow one to consider Eq. (17) as the inference of an absolute contraction of rod as well as anisotropy of the physical light speed $c_{\mathrm{ph}}$ in the moving laboratory frame K. From a formal viewpoint, such a result follows from the dependence of $\Omega$ on $\boldsymbol{v}$ in experimentally measured coordinates $x_{\text {ex }}$ caused by the general transformation rule (10).

Thus, we find that a formal application of the transformation (10) for Minkowskian four-vectors $x_{\mathrm{L}}$ (leading to the measurable dependence of $\Omega$ on $\boldsymbol{v}$ ) acquires a physical interpretation only in the $x_{\text {ph }}$ coordinates, despite of the impossibility of observing the $x_{\mathrm{ph}}$ four-vectors experimentally.

Unfortunately, the experiment in Fig. 2 is practically impossible for the realization. Indeed, assuming the absolute velocity of Earth $v=10^{-3} c$, choosing $u=1 \mathrm{~m}$ (typical value for a laboratory scale experiment), we obtain $\Omega \approx u v / 2 c^{2} \approx 1.5 \cdot 10^{-12}$. For $L=1 \mathrm{~m}$, a corresponding difference in the $y$-coordinates of the left and right ends of the rod is about $10^{-12} \mathrm{~m}$. Obviously, the smallest vibrations in the moving rod have much larger magnitude.

That is why we paid our attention to electromagnetic phenomena, related to the Thomas-Wigner rotation and dealing with non-commutativity of the electric and magnetic field transformation. Among such possible effects, the Faraday induction law is especially attractive due to the reasons as follows:

- for an appropriate experimental scheme, possible mechanical vibrations in moving elements of an experimental setup, which are crucial for any direct measurement of $\Omega$, now are not important;
- there is a possibility to multiply the eventual non-relativistic effect by $n$ times due to application of multi-turned closed circuits with $n \gg 1$ turns.

A possible scheme of Faraday experiment for a search of the absolute velocity of Earth is described, for example, in [7].

## III. CONCLUSIONS

On the basis of conception of measurement in space-time we explore ether theories, which adopt the Minkowskian metrics for an absolute space. Without looking for physical properties of any particular physical model of ether, we only demanded the compatibility of space-time transformations with the general relativity principle, and obtained common phenomenological properties of covariant ether theories:

- for an arbitrary inertial reference frame, the measured spatial and temporal intervals do not coincide with corresponding physical magnitudes;
- the measured space-time four-vectors always obey the Lorentz transformations;
- any possible "non-relativistic effect" (depending on the absolute velocity $\boldsymbol{v}$ of the frame of observation), results from the dependence of Thomas-Wigner angle $\Omega$ on $\boldsymbol{v}$;
- the dependence $\Omega(\boldsymbol{v})$ has the same form for any admissible choice of physical spacetime transformation $\boldsymbol{A}$. The latter influences only on a particular kinematical interpretation of the Thomas-Wigner rotation, which represents an illusive effect in physical space-time;
- Faraday's law is a promised tool for revealing the dependence of $\Omega$ on $\boldsymbol{v}$. If such dependence will be actually detected, it will prove the existence of a privileged inertial reference frame.
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# MÖSSBAUER EXPERIMENTS IN ROTATING SYSTEMS REANALYZED 
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In this paper we re-analyze the known Mossbauer experiments in rotating systems, and first of all, the experiment by Kündig (Phys. Rev. 129 (1963) 2371). We show that a correct processing of experimental data obtained by Kündig gives a relative energy shift $\Delta E / E$ of the absorption line different from the value of classically assumed relativistic time dilation for rotating resonant absorber. Namely, instead of the relative energy shift $\Delta E / E=-(1.0065 \pm 0.011) v^{2} / 2 c^{2}$ reported by Kündig ( $v$ being the linear velocity of absorber, and $c$ is the light velocity in vacuum), we derive from his results $\Delta E / E=-(1.192 \pm 0.011) v^{2} / 2 c^{2}$. We incline to think that the revealed deviation of $\Delta E / E$ from relativistic prediction cannot be explained by any instrumental error and thus represents a physical effect. In particular, we assume that the energy shift of absorption resonant line is induced not only by the standard time dilation effect, but some additional effect missed to the moment. Perhaps, such an effect appears, if we adopt that not only relativistic change of mass, but also its change due to a variation of binding energy of system, is accompanied by corresponding change of the time rate. The idea of a new experiment on this subject, which is now under preparation, is described.
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## I. INTRODUCTION

Nowadays, the basic physics of the relativistic time dilation has been verified to a high degree of accuracy. Historically, the dilation of time for moving objects was first verified experimentally in [1]. The quantitative measurements of time dilation effect have been carried out in a series of Mössbauer experiments in rotating systems [2-7]. Later much more precise experiments with ion beams confirmed this relativistic effect with the accuracy of about $10^{-9}([8,9]$ and references therein) and left no room for any doubts in its validity. At the same time, one should emphasize that in the mentioned above experiments the effect of time dilation was verified, in fact, for essentially different physical conditions: charged particles in ion beam can be considered as moving freely, whereas resonant nuclei in Mössbauer experiments are bound in solid body and constitute a macroscopic quantum system. Thus, despite of huge difference in measuring precision: $10^{-9}$ for ion beam measurements and $10^{-2}$ for Mössbauer measurements - the latter have their own independent significance for verification of unified character of dilation of time both for free and bound atoms. Among known Mössbauer experiments, mentioned above, the experiment by Kündig implemented 45 years ago [2], remains the most precise, because Kündig was a sole, who successfully applied a modulation of energy of resonant radiation in a rotating system. This method
allowed measuring a position of resonant line on the energy scale, which is unambiguously related to the transverse Doppler shift regardless of possible chaotic vibrations in the rotor. It is due to the fact that such vibrations may change the shape of the resonant line, but not its position on the energy scale. Kündig reported an experimental confirmation of the transverse Doppler effect (or, which is the same for his configuration, relativistic dilation of time) with the accuracy of about $1 \%$. The result by Kündig and by the authors of Ref. [3-7] deprived physicist of interest in further repetition of similar measurements, and last decades this experiment is often referred as one of remarkable confirmations of the relativity theory. Nevertheless, we re-analyzed the experimental results and revealed some ambiguous points (section 2). In section 3 we consider at qualitative level similar experiments [3-7], and also find that they are not conclusive. A possible deviation of measured energy shift from the relativistic time dilation value is discussed in section 4 . Finally, in section 5 we describe an experiment prepared by ourselves on this subject.

## II. PROCESSING OF EXPERIMENTAL DATA AND COMPARISON WITH KÜNDIG'S RESULTS



Fig. 1 - Schematic of Kündig's experiment.
In the Kündig experiment the source of Mössbauer radiation ${ }^{57} \mathrm{Co}$ plated on an $\alpha$-iron was located at the rotational axis of the rotor (Fig. 1). The latter was machined from a special aluminum alloy and had a diameter of 20 cm . The absorber, a $0.25-\mathrm{mil}-$ think foil of $91 \%$ enriched ${ }^{57} \mathrm{Fe}$ was placed inside a $1 / 6$ in.-thick Plexiglas disk and was mounted at a radius $R_{A}=9.3 \mathrm{~cm}$. The source and absorber were mounted in a hole of 1cm diameter, which was drilled diametrically through the rotor. The source was glued to an isolating piece of Plexiglas mounted on the face of a piezoelectric transducer. A periodic symmetric triangle voltage signal was applied to piezotransducer, providing a corresponding triangle law of displacement of ${ }^{57} \mathrm{Co}$ source and realizing by such a way a constant velocity mode of source oscillation. This ingenious technical method allows establishing a direct proportionality between the amplitude of reference triangle voltage signal and the value of relative velocity between the source and absorber. A resonant radiation passing through the absorber was detected by two stationary proportional
counters beyond the rotor. Technical details of registration system can be found in the original paper [2]. It is important that applying different amplitudes $U$ of reference signal to piezotransducer under fixed rotor's angular frequency $\omega$, the experimenter could directly measure a shape of resonant line versus $U$ for various $\omega$. To complete his measurements, Kündig separately carried out calibration measurements, when the piezotransducer with attached source was mounted on a mechanical linear drive, and for different known linear velocities $u$ of the drive, the resonant absorption was measured versus $U$ with the same absorber and proportional detector, like in the rotor experiment. Then the measured shift of resonant lines $D$ (in volts) is directly related to a given value of $u$. Further on applying the least square method, Kündig obtained the function $D(u)$, which allows determining $D$ in the units of a relative energy shift $\Delta E / E=u / c$. The last step was to recalculate a set of values of $D$, obtained in the rotor experiment, into a relative energy shift of resonant lines as the function of $\omega$. Kündig's processing of experimental data gives the value

$$
\begin{equation*}
\frac{\Delta E}{E}=-(1.0065 \pm 0.011) \frac{R_{A}{ }^{2} \omega^{2}}{2 c^{2}} \tag{1}
\end{equation*}
$$

which (according to Kündig's evaluation) perfectly agrees with the relativistic dilation of time on a rotating disc, i.e.

$$
\begin{equation*}
\frac{\Delta E}{E}=\sqrt{1-\frac{R_{A}{ }^{2} \omega^{2}}{c^{2}}}-1 \approx-\frac{R_{A}{ }^{2} \omega^{2}}{2 c^{2}} . \tag{2}
\end{equation*}
$$

However, in this interesting experiment the data processing seems questionable [10].

First we transformed into numerical form the experimentally obtained curves presented in Figs. 3, 4 of [2] and carried out independent processing of Kündig's data. We have found that the presented results of rotor experiment at rotation frequencies $11000 \mathrm{rpm}, 21000 \mathrm{rpm}, 31000 \mathrm{rpm}$ (Fig. 3 of [2]), as well as the calibration data given at $u=0,0.1713 \mathrm{~mm} / \mathrm{s}$ and $0.3499 \mathrm{~mm} / \mathrm{s}$ (Fig. 4 of [2]) are correct: the numerical data in Figs. 3, 4 and positions of corresponding extremes of drawn curves exactly coincide with each others. Further on we have applied the same numerical analysis to Kündig's calibration curve, Fig. 5 of [2]. This curve was approximated by a parabola, and the least square fit implemented by Kündig gave the numerical coefficients as follows:


Fig. 2 - Calibration curve plotted by Kündig (a) and plotted by us (b) in comparison with calibration data (hollow circles) and the data of Table 1 (see below).

$$
\begin{equation*}
D=(0.64 \pm 0.4)+(174.85 \pm 0.38) u-(1.79 \pm 0.85) u^{2} \tag{3}
\end{equation*}
$$

However, at least the second coefficient in Eq. (3) is wrong. In Fig. 2 we show three experimental points from the calibration measurements of Fig. 4 of [2] in comparison with the curve (3) (line (a)). One can see that the dependence (3) does not describe the experimental data, which allows us to assume a misprint in presentation of calibration coefficients. In these conditions we can plot our own calibration curve, using three calibration points, available in Fig. 4 of [2] at $u=0,0.1713 \mathrm{~mm} / \mathrm{s}$ and $0.3499 \mathrm{~mm} / \mathrm{s}$. Assuming a linear dependence of $D$ on $v$ (i.e., neglecting the very small term with $u^{2}$ ), we obtained after the least square fit:

$$
\begin{equation*}
D=(0.30 \pm 0.1)+(108.3 \pm 0.70) u \tag{4}
\end{equation*}
$$

The dependence (4) is depicted in Fig. 2 as a bold continuous line 2 (b), and it adequately describes the calibration data. Comparing the dependencies (3) and (4), we point out that the difference of the first terms in their right hand sides does not
essentially influence $D$, but the second coefficients (which are the most crucial) differ by $\sim 70 \%$.

Thus, due to Kündig's misprint, we cannot evaluate the details of his further calculations summarized in the table of [2]. The three left columns of the table 1 reproduce the results by

Table 1. The results of Kündig's experiment (1-3 columns) in comparison with author's estimations (4 column)

| Speed of <br> rotor (rpm) | Shift D (10-6 <br> m/s) <br> (Kündig) | $D /\left(R_{A}{ }^{2}-R_{s}{ }^{2}\right) \omega^{2}$, <br> $\left(10^{-9} \mathrm{~s} / \mathrm{m}\right)$ <br> (Kündig) | $D /\left(R_{A}{ }^{2}-R_{s}{ }^{2}\right) \omega^{2}$, <br> $\left(10^{-9} \mathrm{~s} / \mathrm{m}\right)$ <br> (our estimation) |
| :---: | :---: | :---: | :---: |
| 3000 | $-1.5 \pm 1.8$ | $-1.7 \pm 2.1$ | - |
| $\mathbf{1 1 0 0 0}$ | $\mathbf{2 0 . 8} \pm \mathbf{1 . 5}$ | $\mathbf{1 . 8 0 3} \pm \mathbf{0 . 1 2 7}$ | $\mathbf{1 . 9 6 5} \pm \mathbf{0 . 1 1}$ |
| $\mathbf{2 1 0 0 0}$ | $\mathbf{7 1 . 8} \pm \mathbf{1 . 2}$ | $\mathbf{1 . 7 0 5} \pm \mathbf{0 . 0 2 9}$ | $\mathbf{1 . 9 5 5} \pm \mathbf{0 . 0 2 5}$ |
| 25000 | $101.4 \pm 1.5$ | $1.703 \pm 0.026$ | - |
| $\mathbf{3 1 0 0 0}$ | $\mathbf{1 5 1 . 5} \pm \mathbf{2 . 3}$ | $\mathbf{1 . 6 5 3} \pm \mathbf{0 . 0 2 5}$ | $\mathbf{2 . 0 3 7} \pm \mathbf{0 . 0 2 0}$ |
| 35000 | $195.0 \pm 2.3$ | $1.666 \pm 0.020$ | - |
| Weighted <br> average |  | $1.679 \pm 0.013$ | $1.986 \pm 0.01$ |
| Expected <br> result $=1 / 2 c$ |  | 1.668 | $?$ |

Kündig: the second column presents the values of shift $D$ obtained in the rotor experiment for different $\omega$, recalculated with the calibration curve into velocity units; the third column shows the computed ratio $D /\left(R_{A}{ }^{2}-R_{s}{ }^{2}\right) \omega^{2}\left(R_{s} \ll R_{A}\right.$ being an average radial co-ordinate of the source). One sees that the weighted average of this ratio is well matched to the expected value $1 / 2 c=1.668 \cdot 10^{-9} \mathrm{~s} / \mathrm{m}$ given by relativistic Eq. (2) We marked in bold the lines of Table 1, corresponding to rotation frequencies 11000 rpm , 22000 rpm and 31000 rpm , for which the original experimental data were presented by Kündig in [2], and hence which can be evaluated independently. The marked in bold data of the second column of Table 1 are shown in Fig. 2 as black cycles. One can see that they are compatible neither with Kündig's calibration curve (a), nor with our own calibration curve (b). Thus the origin of these data remains unclear. Our own estimation of the shift $D$ (in velocity units) with the calibration curve (b) of Fig. 2 gives the values to be shown in the forth column of Table 1 and depicted in Fig. 2 by daggers.

Thus we reveal a valuable discrepancy with the results reported by Kündig. In particular, the weighted average of $D /\left(R_{A}{ }^{2}-R_{s}{ }^{2}\right) \omega^{2}$ comes to be equal to $(1.986 \pm 0.01) \cdot 10^{-9} \mathrm{~s} / \mathrm{m}$, and approximately $20 \%$ higher than Kündig's result (1.679 $\pm 0.013) \cdot 10^{-9} \mathrm{~s} / \mathrm{m}$. Correspondingly, instead of the relative energy shift (1) estimated by Kündig, we obtain

$$
\begin{equation*}
\frac{\Delta E}{E}=-(1.192 \pm 0.011) \frac{R_{A}{ }^{2} \omega^{2}}{2 c^{2}} \tag{5}
\end{equation*}
$$

## III. OTHER MÖSSBAUER EXPERIMENTS ON THE TRANSVERSE DOPPLER SHIFT

We would like to emphasize again that due to applied modulation of energy of emitting resonant radiation, Kündig was successful to measure a position of resonant line on the velocity (energy) scale, which is almost insensitive to vibrations of rotor. This methodological feature favorably distinguishes his experiment from others mentioned above [3-7], where a possible influence of chaotic vibrations on the width of resonant line in fact was ignored. It is worth to point out that Kündig observed the increase of linewidth more than 1.5 times under increase of the rotation frequency from 11000 rpm to 31000 rpm . It does not mean yet that the same appreciable variation of linewidth took place for the rotors applied in [3-7]. At the same time, it is rather difficult to believe that a variation of linewidth was totally absent, as assumed by the authors of the mentioned papers [3-7]. Amongst them the experiment by Champeney et al. [7] is distinguished by the numerous experimental data, obtained for different absorbers ( 5 pieces) and Mössbauer sources ${ }^{57} \mathrm{Co}$ in two different matrices. At the same time, only for the source ${ }^{57} \mathrm{Co}(\mathrm{Cr})$ and absorber $\mathrm{K}_{4} \mathrm{Fe}(\mathrm{CN})_{6}$ the authors represent simultaneouly the Mössbauer spectrum (Fig. 3a, which can be considered as calibration measurement) and the result of rotor experiment (Fig. 3b). Thus only for this combination the reader can independently verify the results obtained.


Fig. 3-a - Mössbauer spectrum of the absorber $\mathrm{K}_{4} \mathrm{Fe}(\mathrm{CN})_{6}$, obtained with the source
${ }^{57} \mathrm{Co}(\mathrm{Cr}) ; \mathrm{b}$ - relative transmission of this absorber in the rotor experiment.
One can see that statistic quality of the rotor experiment [7] (Fig. 3b) is not high. Nevertheless, the authors of [7] were successful to draw an approximating curve (continuous line) and to estimate the relative energy shift averaging over sixteen runs as

$$
\frac{\Delta E}{E}=-(1.02 \pm 0.021) \frac{v^{2}}{2 c^{2}}
$$

in a full agreement with the expected relativistic prediction.
However, we pay attention on three groups of experimental points lying outside the approximating curve. The first (left) group corresponds to the rotational frequency near $200 \mathrm{c} / \mathrm{s}$ and apparently reflects an unstable operation of the rotor at these
comparably low frequencies, which is accompanied by a variable level of vibration. It is more interesting to explain the deviation of central (near $800 \mathrm{c} / \mathrm{s}$ ) and right ( $1300 \ldots 1400$ $\mathrm{c} / \mathrm{s}$ ) groups of experimental points. We assume that the right group of points obtained at extremely high frequencies $>1300 \mathrm{c} / \mathrm{s}$ reflects a known effect of reducing of chaotic vibrations in a rotor, when a centripetal acceleration approaches to the strengthen limit of rotor's material. If so, the experimental points at frequency range $\sim 900 \ldots 1300 \mathrm{c} / \mathrm{s}$ should also lie higher than the approximating continuous curve in the absence of vibrations. For the assumed uncertainty it seems especially important to determine an exact position of a minimum of approximating curve for data in Fig. 3b, which is essentially less sensitive to rotor vibration than the shape of this curve. The approximating line drawing by Champeney et al. gives a minimum at the frequency about $950 \mathrm{c} / \mathrm{s}$. Now we pay attention on the central group of experimental points, which lie below the approximating curve and allow us to suppose that the actual extreme is located at the frequency $800 \ldots 830 \mathrm{c} / \mathrm{s}$. Using the calibration curve in Fig. 3a and drawing an approximating curve $\Delta E / E=-\lambda v^{2} / 2 c^{2}$ ( $\lambda$ being the variable parameter) with the minimum at $\sim 800 \mathrm{c} / \mathrm{s}$, we found that this curve also passes through the experimental data points of $v=1300 \ldots 1400 \mathrm{c} / \mathrm{s}$. As a result, we get the estimation

$$
\begin{equation*}
\frac{\Delta E}{E}=-(1.21 \pm 0.050) \frac{v^{2}}{2 c^{2}} \tag{6}
\end{equation*}
$$

which agrees with our result (5) derived from Kündig's experimental data. We do not insist that the estimation (6) exactly follows from the Champeney et al. experiment. Rather we wanted to demonstrate that this experiment, like other mentioned above rotor experiments without energy modulation of resonant gamma-quanta, bears an ambiguous interpretation. In these conditions we may consider the Kündig experiment (were the related data appropriately treated) as the most reliable one for the measurement of a relative energy shift between resting resonant source and rotating resonant absorber.

## IV. DISCUSSION

Now we ask the crucial question on the origin of the deviation of Kündig's result from relativistic prediction on the time dilation effect. We trust in the validity of the usual relativistic dilation of time due to the motion, which, as we mentioned above, has numerous confirmations in the experiments dealing with atomic beams and free muons (Refs. [8, 9] and references therein). Rather we conjecture that in the Kündig experiment, the energy shift of absorption resonant line is induced not only by the standard time dilation effect solely, but some additional effect missed to the moment. Eq. (5) shows that this additional relative energy shift has the order of magnitude

$$
\begin{equation*}
\frac{\Delta E}{E} \approx-0.2 \frac{v^{2}}{2 c^{2}}=-0.1 \frac{v^{2}}{c^{2}} \tag{7}
\end{equation*}
$$

and for the rotation frequency 31000 rpm it reaches the value of

$$
\begin{equation*}
\Delta E / E \approx-10^{-13}=0.15 \Gamma, \tag{8}
\end{equation*}
$$

$\Gamma$ being the natural linewidth of ${ }^{57} \mathrm{Fe}$ resonance.

In order to clarify a possible nature of the energy shift (8) we point out that in the rotor experiments a receiver of radiation (resonant absorber) experiences a centrifugal force $\vec{F}$, compensated by mechanical stresses in the sample holder. This force creates a pressure $p$ in the absorber at the value

$$
\begin{equation*}
p=\frac{F}{S}=\frac{m_{A} \omega^{2} R_{A}}{S}=\rho l \omega^{2} R_{A}, \tag{9}
\end{equation*}
$$

where $S$ is the surface area of absorber, and $m_{A}, \rho, l$ are its mass, density and thickness, correspondingly. The pressure can influence hyperfine fields in $\alpha$-iron absorber and, correspondingly, a position of the absorption line. However, even for the highest rotational frequency in Kündig's experiment ( 35000 rpm ), and $\rho=7.9 \mathrm{~g} / \mathrm{cm}^{3}$ (iron), $l \approx 10 \mu \mathrm{~m}$, the pressure $p$ in Eq. (9) does not exceed 1 bar , whereas detectable variations of resonant lines are observed beginning with the pressure of few kbars (Ref. [11] and references therein). On the other hand, the absorber can experience not only a pressure due to its centrifugal force, but also partially the pressure of its holder. In such a case the pressure can be essentially increased, and it depends on holder's mass and its construction. In particular, our estimation show that for holder's mass $5-10 \mathrm{~g}$, the effective maximal pressure could be equal to $\approx 1 \mathrm{kbar}$. However, even in this case a corresponding change of electrons density on resonant nuclei of absorber induced by a pressure seems insufficient to explain the additional energy shift (7). Thus other possible explanations for the revealed effect are highly required. We suppose that such explanation could be based on the hypothesis advanced by Yarman (see, e.g. [12, 13]), according to which not only the relativistic change of rest mass, but its change due to variation of binding energy of system, is also accompanied by corresponding change of the time rate. In this connection we notice that a displacement of the absorber from the rotational axis to the edge of rotor requires to make a work against a centrifugal force, which changes the binding energy of the system "source plus absorber" located on a rotor. Hence there appears an additional dilation of time in the absorber, which induces an additional relative energy shift between emission and absorption lines. Not going into all details of Yarman's hypothesis, which can be found in [12, 13], we mention that corresponding calculations indicate the value of such extra energy shift to be equal to the energy shift due to dilation of time. This means that according to this hypothesis, the numerical coefficient in the bracket of Eq. (5) should be equal to 2 . Such a result, this time being larger then expected, still disagrees with the experimentally obtained extraenergy shift. However, it is worth to notice that a real change of the binding energy of the system "source plus absorber" can be much more complicated function of the rotational frequency $\omega$, than in the model calculations, performed in [12, 13]. Thus, one needs, first of all, to carry out detailed experimental research of the revealed extra energy shift. For this purpose we started the development of our own experimental setup for Mössbauer measurements on a rotor.

## V. PREPARED MÖSSBAUER EXPERIMENT FOR MEASUREMENT OF THE EXTRA-ENERGY SHIFT BETWEEN EMISSION AN ABSORPTION LINES IN A ROTATING SYSTEM

Analyzing possible approaches to the repetition of Mössbauer experiments in rotating systems, one should mention that a realization of modulation of the energy of gamma-quanta from a rotating source is a complicated and expensive problem. Besides, the most precise results can be obtained on a rotor with the linear velocity $v$ to be less
than a speed of sound. Hence an admissible range of variation of $v$ should be $0 \ldots 300$ $\mathrm{m} / \mathrm{s}$. In the second order Doppler shift, this corresponds to the range of linear velocities $0 \ldots .0 .15 \mathrm{~mm} / \mathrm{s}$. The idea of proposed experiment is to find such a resonant pair "source plus absorber", where the initial velocity shift lies approximately at the middle of this range, i.e., near $8-10 \mathrm{~mm} / \mathrm{s}$. Modern Mössbauer spectrometers (such as MS-2000, developed in our laboratory [14]) allows to measure an initial velocity shift with a very high precision (about $1 \mu \mathrm{~m} / \mathrm{s}$ ), and this measurement simultaneously represents a precise calibration of the velocity scale for further rotor experiment. A rotor system should provide a continuous variation of the rotational frequency $v$, in order to realize precise measurement of position of resonant line on the frequency scale. As a result, the accuracy of measurement of a relative energy shift between emission and absorption lines should be substantially higher than in the experiment by Kündig.

According to our analysis, the optimal pair "source plus absorber" satisfying to the formulated above requirements is the Mössbauer source ${ }^{57} \mathrm{Co}(\mathrm{Cr})$ and resonant absorber $\mathrm{K}_{4}\left[\mathrm{Fe}(\mathrm{CN})_{6}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$, enriched by ${ }^{57} \mathrm{Fe}$ isotope to $80 \%$. The effective thickness of the absorber is equal to 2 , and the value of resonant effect in transmission Mössbauer measurements is about $20 \%$.

The Mössbauer spectrum of this absorber obtained with the spectrometer MS2000 and the source ${ }^{57} \mathrm{Co}(\mathrm{Cr})$ is shown in Fig. 4. The value of the velocity channel is $6.1 \cdot 10^{-3} \mathrm{~mm} / \mathrm{c}$; the position of zero velocity ( 252.9 channel) is marked by vertical line. The maximum of resonant line


Fig. 4 - Mössbauer spectrum of $\mathrm{K}_{4}\left[\mathrm{Fe}(\mathrm{CN})_{6}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$, obtained with the source ${ }^{57} \mathrm{Co}(\mathrm{Cr})$. The activity of source is 15 mCi , the measuring time is 5 minutes.
lies in 268.3 channel. Hence the initial velocity shift is equal to

$$
\Delta u=(268.3-252.9) \cdot 6.1 \cdot 10^{3}=0.094 \mathrm{~mm} / \mathrm{c},
$$

which falls into the required range $0 \ldots 0.15 \mathrm{~mm} / \mathrm{c}$.
Further, let us compute the required tangential velocity $v$ of the rotating absorber, which corresponds to the relative energy shift between emission and absorption lines $\Delta u / c$. We adopt that

$$
\begin{equation*}
\frac{\Delta u}{c}=\lambda \frac{v^{2}}{c^{2}}, \tag{10}
\end{equation*}
$$

where $\lambda$ is the coefficient determined experimentally. For the standard expression of relativistic dilation of time $\lambda=0.5$, and Eq. (10) yields $v=237.0 \mathrm{~m} / \mathrm{s}$. The prepared experiment will be carried out with the modified rotor system K-80 (Belmashpribor, Belarus) with the radius of rotor $r=30 \mathrm{~cm}$. For $v=2 \pi v r$, we get the rotational frequency
$v=7560 \mathrm{rpm}$.
Further, assuming $\lambda=0.6$, obtained from Kündig's experiment, we derive $v=216.8 \mathrm{~m} / \mathrm{c}$, and corresponding rotational frequency is equal to
$v=6900 \mathrm{rpm}$.
In the planned experiment, the rotational frequency will be varied at the range $0 . . .9000 \mathrm{rpm}$ with the step 1 rpm . Thus, a deviation of $\lambda$ from the standard value 0.5 will be immediately revealed already at a qualitative level.

In order to measure the parameter $\lambda$ quantitatively, we have optimized a measuring geometry of rotor experiment, which is depicted in Fig. 5.


Fig. 5 - Scheme of the experimental setup
The Mössbauer source ${ }^{57} \mathrm{Co}(\mathrm{Cr})$ and its lead collimator are located near the rotational axis, and the active part of source (the diameter 4 mm ) is exactly lies on this axis. The hole of the collimator has the diameter 4 mm and length 4 cm , so that the tangent of divergence angle of gamma-beam is equal to $\alpha=0.1$. The absorber $\mathrm{K}_{4}\left[\mathrm{Fe}(\mathrm{CN})_{6}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$ is mounted inside the titanium holder, which is fixed on rotor's edge at the distance $r=30 \mathrm{~cm}$ from the rotational axis. The absorber has the rectangular form
with the width 15 mm and length 60 mm . For $\alpha=0.1$ and $r=30 \mathrm{~cm}$, the length of absorber is exactly equal to the width of gamma-beam at this distance. The detector of gamma-radiation is placed outside the rotor system, and a hole of collimator of receiving radiation has the diameter 10 mm . Within each rotational period, a registration of resonant radiation is started at the time moment, when the right end of absorber begins to overlap the hole of receiving collimator, and is stopped at the time moment, when the left end of absorber leaves the receiving hole. In order to realize this algorithm, an induction sensor of the angular position of rotor is mounted near the output window of rotor's chamber. The sensor generates a signal, when absorber's holder approaches to it, and returns to the initial state, when the holder begins to move away from the sensor. Fig. 6 shows the output signal of the sensor (which represents a signal of permission of registration) in comparison with the dependence of intensity of detected gamma-quanta on the angular coordinate of rotor.


Fig. 6 - Intensity of detected gamma-quanta as a function of rotor's angular coordinate (a) and the signal of permission of registration (b).

It is obviously that the effective count-rate of detected gamma-quanta is determined by the off-duty factor $S$ for the signal of permission. The latter is equal to the ratio of absorber's length ( 6 cm ) to the length of rotor's circumference (about 180 cm for $r=30 \mathrm{~cm}$ ). Hence $S=6 / 180=1 / 30$. For maximum intensity of detected gammaquanta $3 \cdot 10^{4} \mathrm{c}^{-1}$ (see, Fig. 6), the effective count-rate of the selected events is $n=100 \mathrm{~s}^{-1}$. Taking the measuring time $10^{3} \mathrm{~s}$ (about 3 h ) for any fixed $\omega$, we obtain a total number of the detected events

$$
N=10^{3} n=10^{5} .
$$

A relative measuring error of $N$ is equal to $1 / \sqrt{N} \approx 3 \cdot 10^{-3}$. This is already enough to measure the velocity shift of absorption line of $\mathrm{K}_{4}\left[\mathrm{Fe}(\mathrm{CN})_{6}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$ at a single velocity channel $\left(6.1 \cdot 10^{-3} \mathrm{~mm} / \mathrm{c}\right)$. When we accumulate a set of $N$ for various values of $\omega$ (about ten), the velocity shift of resonant line will be measured with the precision about $1 / 10$ of the velocity channel, i.e. $\approx 6 \cdot 10^{-4} \mathrm{~mm} / \mathrm{s}$. This value determines an error in measurement of the relative energy shift between emission and absorption lines

$$
\begin{equation*}
\frac{\Delta E}{E}=\frac{6 \cdot 10^{-4}}{c[M M / c]}=2 \cdot 10^{-15} \tag{11}
\end{equation*}
$$

Since we adopt that $\frac{\Delta E}{E}=\lambda \frac{v^{2}}{2 c^{2}}$ ( $\lambda$ being the parameter, determined experimentally), then the error of its measurement is

$$
\begin{equation*}
\delta \lambda=2 \cdot 10^{-15} \frac{2 c^{2}}{v^{2}} . \tag{13}
\end{equation*}
$$

For maximum value $v=300 \mathrm{~m} / \mathrm{s}, \delta \lambda=4 \cdot 10^{-3}=0,4 \%$.
The estimated measuring error of $\lambda$ is few times smaller than in the experiment by Kündig ( $1.1 \%$ ), and much more less than the expected relative extra energy shift between emission and absorption lines (about $20 \%$ ). Thus, a performance of the described experiment will allow us to get unambiguous information on the presence of this extra energy shift.

## V. CONCLUSION

We emphasize a principle result of our analysis: to the moment there is a sole reliable Mössbauer experiment for the measurement of time dilation effect in a rotating frame (Kündig's experiment), and it certainly indicates a deviation from the standard relativistic prediction. We incline to think that the revealed deviation (of about $20 \%$ ) cannot be explained by any instrumental error. Rather we assume that the origin of this extra energy shift is closely related to Yarman's hypothesis on unified relationship between dilation of time and change of mass of a system (including the change caused by variation of the binding energy). Thus we hope to stimulate further theoretical and experimental activity, in order to understand the origin of the revealed effect.

We were sad to know that Walter Kündig died more than two years ago. We give him due for realization of the ingenious experiment, representing one of the first fundamental applications of then recently discovered Mössbauer effect, when a methodology of Mössbauer spectroscopy was in its infancy. We seem not to be able to know the required technical details of this experiment with respect to absorber's holding and some others. Thus we decided to repeat Kündig's experiment with application of recent methodological achievements of Mössbauer spectroscopy, which will allow us to get unambiguous information on the origin of the revealed extra energy shift between emission and absorption lines.
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# MANIFEST NON-LOCALITY OF BOUND ELECTROMAGNETIC FIELDS IN NEAR ZONE OF RADIATING SOURCES: EXPERIMENTAL OBSERVATION 
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As the central concept of genuine relativistic field theories, locality is referred as impossibility of superluminal causal propagation. The creation of Quantum Mechanics (QM) and its further development led to Bell's theorem which in the most general form sorted out QM predictions of strong correlations between space-like separated systems from probabilities of measurement outcomes calculated on the basis of local realism admitted by EPR.

Various versions of EPR-type experiments gave overwhelming support to orthodox QM predictions in detriment of local realism, casting doubts on the relativistic locality as universal physical concept. Since then common view has it that the quantum realm involves some type of misterious non-locality because it has no analogy in the classical worldview. Additionally, recent QED-based studies of so-called evanescent modes (identified with virtual photons) gave clear indications on quantum non-locality as a tunneling effect which seems to be at odds with relativistic causality.

As response to the above-mentioned controversy on non-locality we propose a novel approach which concerns only classical relativistic field theory. We found that the actual experimental verification of the standard locality (causality) within domains of classical electromagnetism is essentially incomplete since it does not take into account the internal structure of EM field as a superposition of bound and radiation components. In fact, it does not provide any explicit information on propagation properties of bound EM fields that are dominant in the near zone of radiating EM sources.

Any ideally rigorous test of causal behavior of the whole EM field within the framework of classical electromagnetism must be based on individual (separate) test for bound and radiation components so that we made a clear distinction between the near and the far zones (where bound and radiation fields are prevailing, respectively). As a consequence, we proposed and implemented direct experimental procedure for correct identification of propagation characteristics of bound EM fields of radiating sources (antennas etc). Measurements ${ }^{1,2}$ were carried out in two different configurations between emitting and receiving antenna at UHF $125 \mathrm{MHz}(2.5 \mathrm{~m}$ EM radiation wavelength) clearly showing that the propagation rate of classical bound EM fields highly exceeds the velocity of light in the near zone (up to 60 cm ). Interestingly, their propagation speed tends to $c$ in far zone. This fact might indicate on a possible limit of applicability of the standard locality concept on semi-classical level, i.e. within transition from QM to classical phenomena.

Keywords: electromagnetic fields, quantum mechanics, virtual photons, relativistic field theory.
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The momentum of the electromagnetic (em) fields $\mathbf{P}_{\mathbf{e}}$ appears in several areas of modern physics. In both the equations for matter and light wave propagation $\mathbf{P}_{\mathbf{e}}$ represents the relevant em interaction. As an application of wave propagation properties, a first order optical experiment which tests the speed of light in moving rarefi ed gases is presented. We recall that $\mathbf{P}_{\mathrm{e}}$ is a lso the link to $t$ he unitary vision of the quantum effects of the Aharonov-Bohm (AB) type and that, besides the traditional classical approaches to the limit of the photon mass $m_{p h}$, effects of the AB type provide a powerful quantum approach for the limit of $m_{p h}$. Table-top experiments based on a new effect of the AB type, together with the scalar AB effect, yield the limit $m_{p h}=9,4 \times 10^{-52} g$, a value that improves upon the results achieved with o ther approaches.
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## I. INTRODUCTION

The interaction em momentum $\mathbf{P}_{\mathbf{e}}$ has attracted physicists' attentionas it arises in different scenarios of modern physics involving em interactions. One of these scenarios is that of light propagation in slowly moving media [1], [2]. Another is that of a unitary view of quantum nonlocal effects of the Aharonov-Bohm (AB) type [3], [4]. More commonly, the interaction em momentum $\mathbf{P}_{\mathbf{e}}$ appears as a nonvanishing quantity in em experiments involving "open" or convection currents, while $\mathbf{P}_{\mathbf{e}}$ vanishes in the common em experi- ments or interactions with closed currents or circuits [2], [5].

The main purpose of this article is to review the recent advances of physics involving the em momentum $\mathbf{P}_{\mathbf{e}}$ and its role in the proposal of new tests or in making other advances, such as setting a new limit on the photon mass.

In the field of electromagnetism, a growing number of articles questioning the standard interpretation of special relativity have appeared [6]-[8]. Some of the authors of Refs. [6] and [7] adhere to a point of view close to the historical works of Lorentz and Poincaré, who maintained the existence of a preferred frame. It has been argued that these different formulations of Special Relativity are truly compatible only in vacuum, as differences may appear when light propagates in transparent moving media. Thus, Consoli and Costanzo [8], Cahill and Kitto [9], and Guerra and de Abreu [7], point out that, for the experiments of the Michelson- Morleytype, which are often said to have given a null-result, this is not the case and cite the famous work by Miller [10]. The claim of these authors is that the available data point towards a consistency of non-null results when the interferometer is operated in the "gas-mode", corresponding to light propagating through a gas [8] (as in the case of air or helium, for instance, even in modern maser versions of optical tests).

Moreover, tests that involve em interactions in open currents or circuits have been reconsidered by Indorato and Masotto [11] who points out that these experiments are not completely reliable and may be inconclusive [2]. Because of all this, physicists have recently proposed experiments about those predictions of the theory that have not been fully tested, or they have for- mulated untested assumptions that differ from the standard interpretation of Special Relativity [2], [5], [7], [8].

The interesting point is that all the above-mentioned scenarios and polemical hypotheses are linked to the interaction em momentum. Therefore, throughout this article we highlight the role of $\mathbf{P}_{e}$ in each one of these scenarios.

## II. WAVE EQUATIONS FOR MATTER AND LIGHT WAVES

To elucidate the role of em momentum in modern physics, we start by considering the wave equations for matter and light waves and show how the interaction term $\mathbf{Q}$ of these equations is related to $\mathbf{P}_{e}[12]$. In general, with $T_{i k}^{M}$ the Maxwell stress-tensor, the covariant description of the em momentum leads to the four-vector em momentum $P_{e}^{\alpha}$ expressed as

$$
\begin{equation*}
P_{e}^{i} c=\gamma \int\left(c \mathbf{g}+T_{i k}^{M} \beta^{i}\right) d^{3} \sigma \quad c P_{e}^{0}=\gamma \int\left(u_{e m}-\mathbf{v} \cdot \mathbf{g}\right) d^{3} \sigma \tag{1}
\end{equation*}
$$

where $\beta=v / c$, and the em energy and momentum are evaluated in a special frame $K^{(0)}$ moving with velocity $\mathbf{v}$ with respect to the laboratory frame. Here, $u_{e m}$ is the energy density and $\mathbf{S}=\mathbf{g} c$ is the energy fluxor flow.

The analogy between the wave equation for light in moving media and that for charged matter waves has been pointed out by Hannay [1] and later addressed by Cook, Fearn, and Milonni [1] who have suggested that light propagation at a fl uid vortex is analogous to the Aharonov-Bohm (AB) effect, where charged matter waves (electrons) encircle a localized magnetic fl ux [3]. Generally, in quantum effects of the AB type [3]-[4] matter waves undergo an em interaction as if they were propagating in a fl ow of em origin that acts as a moving medium [4] and modifi es the wave velocity. This analogy has led to the formulation of the so-called magnetic model of light propagation [1],[2].

According to Fresnel [13], light waves propagating in a transparent, incompressible moving medium with uniform refraction index $n$, are dragged by the medium and develop an interference structure that depends on the velocity $\mathbf{u}$ of the fluid $(u \ll c)$. At the time of Fresnel the preferred inertial frame was that at rest with the so-called ether, which here may be taken to coincide with the laboratory frame. The speed achieved in the ether frame is

$$
\begin{equation*}
v=\frac{c}{n}+\left(1-\frac{1}{n^{2}}\right) u \tag{2}
\end{equation*}
$$

as later corroborated by Fizeau [13]. Because of the formal analogy between the wave equation for light in slowly moving media and the Schrödinger equation for charged matter waves in the presence of the external vector potential

A (i.e., the magnetic Aharonov-Bohm effect), both equations contain a term that is generically referred to as the interaction momentum $\mathbf{Q}$. Thus, the Schrödinger equation for quantum effects of the AB type (with ${ }^{-\mathrm{Q}} \mathrm{h}=1$ ) [4] and the wave equation for light in moving media can be written [1], [2] as

$$
\begin{equation*}
(-i \boldsymbol{\nabla}-\mathbf{Q})^{2} \Psi=p^{2} \Psi . \tag{3}
\end{equation*}
$$

Eq.(3) describes matter waves if the momentum $p$ is that of a material particle, while, if $p$ is taken to be the momentum ${ }^{-} h k$ of light (in units of ${ }^{-} h=1$ ), Eq.(3) describes light waves.
a) All the effects of the AB type discussed in the literature [3]-[4] can be described by Eq.(3), provided that the interaction momentum $\mathbf{Q}$ is related [4], [12] to $\mathbf{P}_{e}$, the momentum of the em fields. The AB term $\mathbf{Q}=(e / c) \mathbf{A}$ of the magnetic AB effect is obtained by taking $\mathbf{Q}=\mathbf{P}_{e}=\frac{1}{4 \pi c} \int(\mathbf{E} \times \mathbf{B}) d^{3} \mathbf{x}^{\prime}$ where $\mathbf{E}$ is the electric field of the charge and $\mathbf{B}$ the magnetic field of the solenoid. A general proof that this result holds in the natural Coulomb gauge, has been given by several authors [14]. For these quantum effects, the solution to Eq. (3) is given by the matter wave function

$$
\begin{equation*}
\Psi=e^{i \phi} \Psi_{0}=e^{i \int \mathbf{Q} \cdot d \mathbf{x}} \Psi_{0}=e^{i \int \mathbf{Q} \cdot d \mathbf{x}} e^{i(\mathbf{p} \cdot \mathbf{x}-E t)} \mathcal{A} \tag{4}
\end{equation*}
$$

where $\Psi_{0}$ solves the Schrödinger equation with $\mathbf{Q}=0$.
b)Calculations of the quantity $\mathbf{Q}=\mathbf{P}_{e}(1)$ for light in slowly moving media show [12] that the interaction term yields the Fresnel-Fizeau momentum [2]

$$
\begin{equation*}
\mathbf{Q}=-\frac{\omega}{c^{2}}\left(n^{2}-1\right) \mathbf{u} \tag{5}
\end{equation*}
$$

and that a solution of the type described in (4) may assume the forms

$$
\begin{equation*}
\Psi=e^{i \phi} \Psi_{0}=e^{i \int \mathbf{Q} \cdot d \mathbf{x}} e^{i \int(\mathbf{k} \cdot d \mathbf{x}-\omega d t)} \mathcal{A} ; \quad \Psi=e^{i \int(\mathbf{K}(\mathbf{x}) \cdot d \mathbf{x}-\omega d t)} \mathcal{A} \tag{6}
\end{equation*}
$$

where $\mathbf{k}$ and $\mathbf{K}(\mathbf{x})$ are wave vectors, $\omega=k c / n$ the angular frequency, and $n$ the index of refraction, while $\Psi_{0}$ solves Eq.(3) with $\mathbf{Q}=\mathbf{u}=0$.

The fact that the interaction momentum $\mathbf{Q}$ is related to $\mathbf{P}_{e}[4],[12]$ for both matter waves of effects of the AB type [4] and light waves in moving media [12], defi nitely reinforces the existing analogy between the two wave equations. Two theoretical possibilities arise [2 ]:

- By incorporating the phase $\phi$ in the term $\int \mathbf{K}(\mathbf{x}) \cdot d \mathbf{x}$, the last expression on the rhs of Eq.(6) keeps the usual invariant form of the solution as required
by special relativity and one finds [12] for the speed of light the result $\mathbf{v}=(c / n) \mathbf{c}^{\wedge}+\left(1-1 / n^{2}\right) \mathbf{u}=(c / n) \mathbf{c}^{\wedge}-\mathbf{Q}\left(c^{2} / n^{2} \omega\right)$ in agreement with Eq.(2) and Special Relativity.
- Maintaining instead the analogy with the $A B$ effect, the solution can be chosen to be represented by the first term of Eq.(6), $\Psi=e^{i \phi} \Psi_{0}$. In this case, the phase velocity changes but the speed of light (the particle, or photon) may not change [2]. This result is in total agreement with the analogous result for the AB effect where $\mathbf{Q}=(e / c) \mathbf{A}$ and the particle speed is left unchanged by the interaction with the vector potential $\mathbf{A}$.

The established relation (5) will be used in the next sections to tenta- tively express in a quantitative way the hypothesis of Consoli and Costanzo [8] referring to $v$, the speed of light in a moving rarefi ed media. With a quantitative expression for $v$ it is then possible to formulate a dedicated experiment that tests Consoli and Costanzo' shypothesis.

## II. A. PROPAGATION OF EM WAVES IN RAREFIED MOVING MEDIA

Duffy [15] has noted that the concept of an ether-like preferred frame has always incited controversy, even in modern scientific investigations aimed at exploring the less understood aspects of relativity theory. Within this sce- nario, Consoli and Costanzo [8], Cahill and Kitto [9], and Guerra and de Abreu [7], after a re-analysis of the optical experiments of the Michelson- Morley type, claim that the available data point towards a consistency of non-null results when light in the arms of the interferometer propagates in a rarefied gas, like the cases of air at normal pressure and temperature. The possibility of maintaining the existence of a preferred frame, and parallel interests in the Michelson-Morley, Trouton-Noble and related effects, arises because the coordinate transformation used, the Tangherlini transformations [16] foresee the same length contraction and time dilation of the Lorentz transformations. However, they contain an arbitrariness in the determina- tion of the time synchronization parameter, with the consequence that there are quantities which eventually cannot be measured, such as the one-way speed of light, its measured value depending on the synchronization proce- dure adopted [16]. Different synchronization procedures are possible [6]-[8], fully compatible with Einstein' s relativity in practice, but with very different assertions in fundamental and philosophical terms.

The original important assumption made by Consoli et al. to corroborate their claims of a non-null result and open a window for the possible existence of a preferred frame, is that light in a moving rarefied gas of refractive index $n$ very close to 1 propagates with speed $c / n$, isotropically, in the preferred frame, as if the medium were not moving. Obviously, this hypothesis is in contrast with special relativity that foresees the speed (2), but it is not ruled out by the known optical tests. Thus, this assumption needs justifi cation and experimental corroboration.

In the following, we explore possible modifications of the form of the present Fresnel-Fizeau momentum when the moving medium is composed of rarefied gas. It is not unconceivable that the effectiveness of the light delay mechanism in a compact moving medium differs, and perhaps even substantially so, from that of a non-compact moving medium, such as a rarefi ed gas, even if they have the same index $n$. As an ad hoc hypothesis or a tentative model of a light delay mechanism, it has been supposed [17] that its effectiveness $e_{f}$ arises from the relative spatial extension $V_{i}$ of the interaction em momentum $\mathbf{Q}(\mathbf{u})$ with respect to the extension $V$ of the total em momentum. Introducing then the ratio $e_{f}=V_{i} / V$, the effective em interaction momentum, to be used in determining the speed of light in a moving media, will be assumed to be given by the effective Fresnel-Fizeau term $e_{f} \mathbf{Q}=$ $\left(V_{i} / V\right) \mathbf{Q}$, while the resulting velocity of light in moving rarefi ed media is

$$
\begin{equation*}
\mathbf{v}=\frac{c}{n} \widehat{\mathbf{c}}-\frac{c^{2}}{n^{2} \omega} e_{f} \mathbf{Q}=\frac{c^{\prime}}{n} \widehat{\mathbf{c}}+e_{f}\left(1-\frac{1}{n^{2}}\right) \mathbf{u} \tag{7}
\end{equation*}
$$

The hypothesis of Consoli et al. of the speed $c / n$ in the preferred frame for moving rarefied gases, will be justifi ed by our model if $e_{f}=V_{i} / V$ turns out to be very small and, in this case, negligible. Calculations leading to a rough estimate of $V_{i} / V$ for air at room temperature yield [17] $e_{f}=N_{a}\left(a^{3} / R^{3}\right) 22.9=6.1 \times 10^{-3}$, which indeed can be neglected. Thus, our model foresees that the speed of light in moving media is actually not $c / n$ but, quantitatively, the changes found do not alter signifi cantly the basic hypothesis and resulting analysis by Consoli et al. [8], [9] and Guerra et al. [7].

## III. OPTICAL TEST IN THE FIRST ORDER IN $v / c$

The main consequence is that, with the present hypothesis of negligible drag- like effect for moving rarefi ed gases, ether drift experiments of the order $v / c$ become meaningful again. Let us consider for example the following experiment which is a variant of the Mascart and Jamin experiment of 1874 [18].

A ray of light travels from point A to point B of a segment $\mathrm{A}-===-\mathrm{B}$ representing an optical interferometer. The original ray is split into two rays at A, which propagate separately through the two arms (1 and 2) of the interferometer. The rays recombine then at $B$ where the interference pattern is observed. The arms 1 and 2 are made of a transparent rarefi ed gases or ma- terials with indices of refraction $n_{1}$ and $n_{2}$ and wherein the speeds are $c / n_{1}$ and $c / n_{2}$ in the preferred frame, respectively, in agreement with Consoli' set al. hypothesis [8] of the velocity expression (7) with $e_{f}=0$. The labora- tory frame with the interferometer and the rarefied gas is moving with speed $u$ with respect to the preferred frame. We could be using the expressions for the speed in the moving laboratory frame resulting from the Tangherlini transformation, which can be found in [16], [7]. The calculation can also be done using the standard velocity addition from the Lorentz transformation, i.e., using the definition of Einstein speed as detailed in [7]. Both approaches yield the same result. The speed of light in arm 1 in the frame of the in- terferometer, moving with speed $u$ with respect to the preferred frame, is respectively

$$
\begin{equation*}
w_{1}=\frac{c / n_{1}-u}{1-u^{2} / c^{2}} \quad \text { or } \quad w_{1}=\frac{c / n_{1}-u}{1-u /\left(c n_{1}\right)} \tag{8}
\end{equation*}
$$

and analogously for $w_{2}$. If $L$ is the length of the arms, the time delay, or optical path difference, for the two rays yields, in the first order in $u / c$,

$$
\begin{equation*}
\Delta t\left(0^{o}\right)=L\left(\frac{1}{w_{1}}-\frac{1}{w_{2}}\right) \simeq \frac{L}{c}\left(n_{1}-n_{2}\right)\left[1+\frac{u}{c}\left(n_{1}+n_{2}\right)\right] . \tag{9}
\end{equation*}
$$

In order to observe a fringe shift, the interferometer needs to be rotated, typically by 90 or 180 degrees. The time delay for 180 degrees is the same of Eq.(9) with $u$ replaced by $-u$. The observable fringe shift upon rotation of the interferometer does not vanish in the first order in $u / c$ and is related to the time delay variation

$$
\begin{equation*}
\delta t=\Delta t\left(0^{\circ}\right)-\Delta t\left(180^{\circ}\right) \simeq 2 \frac{u}{c}\left(n_{1}^{2}-n_{2}^{2}\right) \frac{L}{c} \tag{10}
\end{equation*}
$$

Choosing two media with different refractive index such that $n^{2}{ }_{1}-n^{2}{ }_{2}$ is not too small $\left(>10^{-3}\right)$, the resulting fringe shift should be easily observable if the preferred frame exists and its speed $u$ is not too small. Knowing the sensitivity of the apparatus, one could set the lower limit of the observable preferred speed $u$. Interferometers, used in advanced Michelson-Morley' stype of experiments, could detect a speed $u$ as small as $1 \mathrm{~km} / \mathrm{s}$ (a few $\mathrm{m} / \mathrm{s}$ for He-Ne maser tests). Thus, this optical experiment, in passing from second order $\left(u^{2} / c^{2}\right)$ to first order tests, should be able to improve the range of detectability of $u$ by a factor

$$
(c / u)\left(n^{2}{ }_{1}-n_{2}^{2}\right) \simeq 3 \times 10^{5} \times 10^{-3}=3 \times 10^{2}
$$

i.e., detect with the same interferometer speeds $3 \times 10^{2}$ smaller.

New, more refined versions of the Michelson-Morley type of experiment (incleding the tests using $\mathrm{He}-\mathrm{Ne}$ masers.) are not suitable to test the hypothesis of Consoli et al. [8] because of the relatively low sensitivity of these experimental approaches for rarefi ed gases. However, as shown above, an optical test in the first order in $v / c$ becomes meaningful in this case and can provide important advantages over the second order experiments of the Michelson-Morley type.

## IV. EFFECTS OF THE AHARONOV-BOHM TYPE AND THE PHOTON MASS

We have shown in the previous sections that all the effects of the AB type can be described in a unifi ed way by the wave equation (3) where, for each one of the effects, the quantity $\mathbf{Q}$ represents the em interaction momentum (1). Both the interaction energy and momentum appear in the expression of the phase of the quantum wave function. Through the phenomenon of interference, phase variations can be measured and the observable quantity can be related to variations of the interaction em momentum or energy. In the following sections we show how the photon mass can be determined by measuring its effect on the observable phase variation via the related changes of em momentum or energy.

The possibility that the photon possesses a finite mass and its physical implications have been discussed theoretically and i nvestigated e xperimentally by several researchers [19], [20]. Originally, the finite photon mass $m_{\gamma}$ (measured in $c$ entimeters $^{-1}$ ) has been related to the range of validity of Coulombl aw [19]. I f $m_{\gamma} \neq 0$ this l aw i s modified by the Yukawa potential $U(r)$ $=e^{-m_{\gamma} r} / r$, with $m_{\gamma}^{-1}=-h / m_{p h} c=\lambda_{C} / 2 \pi$ where $m_{p h}$ is expressed in grams and $\lambda_{C}$ is the Compton wavelength of the photon.

There are direct and indirect tests for the photon mass, most of them based on classical approaches. Recalling some of the classical tests, we men- tion the results of Williams, Faller a nd Hill [ 19] y ielding $t$ he range of $t$ he photon rest mass $m_{\gamma}{ }^{-1}>3 \times 10^{9} \mathrm{~cm}$, and of Luo, Tu, Hu, and Luan [20] yielding the range $m_{\gamma}^{-1}$ $>1.66 \times 10^{13} \mathrm{~cm}$ and corresponding photon mass $m_{p h}<2.1 \times 10^{-51} \mathrm{~g}$.

Several conjectures related to the Aharonov-Bohm (AB) effect have been developed assuming electromagnetic interaction of fields of infi nite range, i.e., zero photon mass. The possibility that any associated effects become mani- fest within the context of finite-range electrodynamics has been discussed by Boulware and Deser (BD) [21]. In their approach, BD consider the coupling of the photon mass $m_{\gamma}$, as predicted by the Proca equation $\partial_{\nu} F^{\mu \nu}+m^{2}{ }_{\gamma} A^{\mu}=J^{\mu}$, and calculate the resulting magnetic field $\mathbf{B}=\mathbf{B}_{0}+\mathbf{k} m^{2}{ }_{\gamma} \Pi(\rho)$, that might be used in a test of the AB effect. Because of the extra mass-dependent term, BD obtained a nontrivial limit on the range of the transverse photon from a table-top experiment yielding $m_{\gamma}{ }^{-1}>1.4 \times$ $10^{7} \mathrm{~cm}$.

After the AB effect, other quantum effects of this type have been developed, such as those associated with neutral particles that have an intrinsic magnetic [22] or electric dipole moment [4], and those with particles possess- ing opposite electromagnetic properties, such as opposite dipole moments or charges [4], [23]-[25]. The impact of some of these new effects on the photon mass has been studied by Spavieri and Rodriguez (SR) [26].

Based on theoretical arguments of gauge invariance, SR point out that, in analogy with the AC effect for a coherent superposition of beams of magnetic dipoles of opposite magnetic moments $\pm \mu$ [24] and the effect for electric dipoles of opposite moments $\pm d$ [25], the Spavieri effect [23] of the AB type for a coherent superposition of beams of charged particles with opposite charge state $\pm q$ feasible. Using this effect, SR evaluate its relevance in eventually determining a bound for the photon mass $m_{p h}$. SR consider a coherent superposition of beams of charged particles with opposite charge state $\pm q$ passing near a huge superconducting cyclotron. The $\pm$ charges feel the effect of the vector potential A created by the intense mag- netic field of the cyclotron and the phases of the associated wave function are shifted, leading to an observable phase shift [26]. For a cyclotron of standard size, SR show that the limit

$$
m_{\gamma}^{-1}=10^{6} m_{\gamma B D}^{-1} \simeq 2 \times 10^{13} \mathrm{~cm}
$$

is achievable. With their table-top experiment, BD obtained the value $m_{\gamma B D}^{-1} \simeq$ 140 Km that is equivalent to $m_{p h B D}=2.5 \times 10^{-45} g$. With SR approach, the
new limit of the photon mass is $m_{p h} \simeq 2 \times 10^{-51} g$ which is of the same order of magnitude of that found by Luo et al. [20]. Of course, by increasing the size of the cyclotron a better limit could be obtained. With the standard technology available, we expect that the limit $m_{p h} \simeq 2 \times 10^{-52} g$ is not out of reach.

## IV. A. THE SCALAR AHARANOV-BOHM EFFECTAND THE PHOTON MASS

Having exploited the magnetic AB effect in the previous section, we consider now the scalar AB effect. In this effect charged particles interact with an external scalar potentia $V$. The standard phase $\varphi_{s}$ acquired during the time of interaction is

$$
\varphi_{s}=\frac{1}{\hbar} \int e V(t) d t
$$

In the actual test of the scalar AB effect, a conducting cylinder of radius $R$ is set at the potential $V$ during a time $\tau$ while electrons travel inside it. Since no forces act on the charges it is a field-free quantum effect. If the photon mass does not vanish the potential is modified according to Proca equation. Gauss' law is modified and the potential $\Phi$ obeys the equation

$$
\nabla^{2} \Phi-m_{\gamma}^{2} \Phi=0,
$$

with the boundary condition that the potential on the cylinder be $V$. In cylindrical coordinates the solutions are the modifi ed Bessel functions of zero order, $I_{0}\left(m_{\gamma} \rho\right)$ and $K_{0}\left(m_{\gamma} \rho\right)$ which are regular at the origin and infinite, respectively. It follows that the acceptable solution is

$$
\begin{equation*}
\Phi(\rho) \simeq V\left[1+\frac{m_{\gamma}^{2}}{2}\left(\rho^{2}-R^{2}\right)\right] \tag{11}
\end{equation*}
$$

where the first two terms of the expansion of $I_{0}\left(m_{\gamma} \rho\right)$ have been considered [27].
For two interfering beams of charges passing through separate cylinders, the relative phase shift is

$$
\begin{equation*}
\delta \varphi_{s}=\frac{1}{\hbar} \int e\left[V_{1}(t)-V_{2}(t)\right] d t \tag{12}
\end{equation*}
$$

where $V_{1}(t)$ and $V_{2}(t)$ are the potentials applied to cylinder 1 and 2 , respectively. Consequently, according to (11), the contribution of the photon mass to the relative phase shift is

$$
\begin{equation*}
\delta \varphi=\delta \varphi_{s}+\Delta \varphi=\delta \varphi_{s}+\frac{m_{\gamma}^{2}}{4}\left(\rho^{2}-R^{2}\right) \delta \varphi_{s} \tag{13}
\end{equation*}
$$

Obviously, this additional phase shift term vanishes if $m_{\gamma}$ vanishes and the standard result is recovered. The last term of (13) is useful for determining the photon mass in a table-top experiment. We consider the simple case of one beam travelling inside cylinder 1 and the other travelling outside $\operatorname{it}\left(V_{2}(t)=0\right)$ for a short time interval $\tau$. It follows that $\Delta \varphi=\delta \varphi-\delta \varphi_{s}$ reads

$$
\begin{equation*}
\Delta \varphi=-\frac{e m_{\gamma}^{2}}{4}\left(\rho^{2}-R^{2}\right) V \frac{\tau}{\hbar} \tag{14}
\end{equation*}
$$

where $V=V_{1}(t)-V_{2}(t)$. This is our main result for determining the photon mass limit. Interferometric experiments may be performed with a precision ofup to $10^{-4}$, therefore, following the approaches of BD and SR we set $\Delta \varphi=\varepsilon, \varepsilon=10^{-4}$. Also, we suppose that the beam 1 travels nearly at the centre of the cylinder $(\rho \ll R)$ so that

$$
\begin{equation*}
m_{1}{ }^{-}=\frac{R}{2} \sqrt{\frac{\pi V \tau}{\varepsilon(h / 2 e)}} \tag{15}
\end{equation*}
$$

The following values may be used to estimate $m_{\gamma}^{-1}: V=10^{7} V, h / 2 e=$ $2.067 \times 10^{-15} \mathrm{Tm}^{2}, \tau=5 \times 10^{-2} s$ and $R=27 \mathrm{~cm}$. The corresponding range of the photon mass is

$$
\begin{equation*}
m_{\gamma}^{-1}=3,4 \times 10^{13} \mathrm{~cm} \tag{16}
\end{equation*}
$$

which yields the improved photon mass limit $m_{p h}=9,4 \times 10^{-52} g$, but we are left to justify the values used above for $\tau$ and $R$, which are both quite high. It is interesting to compare the strength of the AB phase of the scalar AB effect with that of the magnetic AB effect. The scalar AB phase may be expressed as $\mathrm{eV} \tau /{ }^{-} h$, while the magnetic AB phase is $e A L /\left(c^{-} h\right)$, and the link between the particle's classical path is $L=\tau v$ with $v$ its speed assumed to be uniform. According to special relativity, magnetism is a second order effect of electricity, therefore in normal conditions the strength of the coupling $e A / c$ is smaller than the coupling $e V$. As a consequence of this, the phase variation due to the finite photon mass should be smaller in the magnetic than in the scalar AB effect. In other words, the scalar AB effect should be yielding a better limit for the photon mass than the magnetic $A B$ effect. However, the above consideration is valid if in the actual experiments we have comparable path lengths, i.e., if $\tau \simeq L / v$. In the table-top experiment by SR [26] $L$ is of the order of several meters. Choosing as charged particles heavy ions, for example ${ }^{133} \mathrm{Cs}^{+}$, their speed could be $27 \mathrm{~m} / \mathrm{s}[28]$. With this speed and $L=1.35 \mathrm{~m}$ for the cylinder length, we get $\tau=5 \times 10^{-2} s$ for the time of flight inside the cylinder. Since $\tau \simeq L / v$, the improved result (16) obtained by exploiting the scalar AB effect is justified.

However, the high values chosen for $R$ and $L$ imply that the charged particle beams will have to keep their state of coherence through an extended region of space $L=1.35 \mathrm{~m}$ during the interferometric measurement process, while in standard interferometry the path separations are of the order of at most a few cm . Thus, technological advances are needed in this respect, as also mentioned in the article by SR [26] and the references cited therein.

Nevertheless, the feasibility of testing the photon mass with the scalar AB effect has been confirmed by the recent work of Neyenhuis, Christensen, and Durfee [27], lending support to the quantum approach. Actually, it is conceivable the possibility of extending to the case of the scalar AB effect the techniques of Refs. [24] and [25] for a coherent superposition of beams of charged particles with oppposite charge state $\pm q$, as suggested by SR in Ref. [26]. This may lead to achieve even better limits for the photon mass. This and other technical aspects of our tabletop experimental approach will be elaborated elsewwhere.

## V. CONCLUSIONS

We have recalled that the interaction momenta $\mathbf{Q}$ of the effects of the $A B$ type and of light in moving media have the same physical origin, i.e., are given by the variation of the momentum of the interaction em fields $\mathbf{P}_{e}$. Expecting that the effectiveness of the light delay mechanism in a rarefied gas differs from that of a compact transparent fl uid or solid, we consider a tentative model of light propagation that validates the analysis made by Consoli et al. [8] and Guerra et al. [7]. As a test of the speed of light in moving rarefied media and of the preferred frame velocity, we propose an improved first order optical experiment that is a variant of the historical Mascart-Jamine experiment.

Finally, we have considered the table-top approach of Boulware and Deser to the photon mass and verified its applicability to other effects of the AB type, concluding that the new effect using beams of charged particles with opposite charge state $\pm q$ for the magnetic AB effect, and the scalar AB effect are a good candidates for determining the limit of the photon mass. Using a quantum approach to evaluate the limit of $m_{p h}$ with these effects, we perform realistic tabletop experiments that yield the limit $m_{p h}=9,4 \times 10^{-52} g$, an important result that either matches or improves the limits achieved with recent classical and quantum approaches. In conclusion, advances in this area indicate that quantum approaches the photon mass limit are feasible and may compete with and even surpass the traditional classical methods.
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# THE ORIGIN OF THE FAMOUS, PURE 1/f NOISE IS EXPLAINED AS AN EFFECT OF THE ZERO-POINT FIELD ACTING ON THE FREE ELECTRONS OF THE CONDUCTION CURRENT 
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The introduction of the ZPF leads to a probability density $p_{0}(v)$ (where $v$ is the electron speed) similar to the Fermi-Dirac distribution, and to a correlation function $C_{G}(\tau)$ of the conductance $G$, which, in a small, unique $v$ interval $\delta v$ (where the electrons are at the threshold of runaways) decays as $\tau^{-\varepsilon}$ with $0.003 \leq \varepsilon \leq$ 0.007. The corresponding power spectral density turns out to be $S_{G}(f)=G^{2} \alpha_{\varepsilon} \mathcal{N}^{-1}\left(2 \pi \tau_{m}\right)^{\varepsilon} f^{\varepsilon-1}$, where $f$ is the frequency, $\mathcal{N}$ the total number of electrons in the considered sample, $\tau_{m}$ the information transmission time, and $\alpha_{\varepsilon}$ a dimensionless quantity depending on electron number density $N$. For the purest semiconductors, $\alpha_{\varepsilon}$ that turns out to be in excellent agreement with the experimental data vs $N$. The above result also holds for a finite sample because the electron diffusion in the small $\delta v$ is much more rapid than the drift velocity.
Keywords: pure noise, zero-point field, Fermi-Dirac distribution, correlation function, conductance.

## I. INTRODUCTION

The noise whose power spectral density $S(f)$ is roughly inversely to the frequency $f$, usually in a limited $f$ range, is denoted as $1 / f$ noise. Starting from Weissman review [1], the $1 / f$ in semiconductors was considered as due to trapping-detrapping of electrons. Actually, the curves reported by Weissman [1], regarding the spectral slope of Fig. 8, the $f S(f)$ of Fig. 9, and the $\log S(f)$, all vs $f$ (which are the only plots vs $f$ ), are very far from being a real $1 / f$ noise. This behaviour has also been predicted in a recent theory [2] strictly dedicated to semiconductors. A flattening of $S(f)$ for $f<f_{0}$ is found, in some cases with $f_{0} \simeq 10^{-3} \div 10^{-2} \mathrm{~Hz}$ much larger than the observed $f_{0} \simeq 2 \times 10^{-7} \mathrm{~Hz}$.

Since in many cases the traps, and their $\tau_{0 s}$, can be detected, it was the merit of Hooge's team of research [3, 4] to have subtracted their, usually main, contribution, and also the thermal noise, from the total $1 / f$ similar noise, and having shown that the remaining noise is an exact (or real, or pure) $1 / f$ noise. The residual, pure $1 / f$ noise is equal to the one for the quietest semiconductors, as found in the samples prepared by the Hooge group [3-6].

A pure $1 / f$ noise requires a fundamental theory. Such theory seemed to be the one developed by Handel [7, 8] who claimed that the $1 / f$ noise was due to low frequency photon emission by part of electrons. The current mod-

[^1]PACS number:03.50.-z
ulation seemed to be a "beating" term. But Kiss and Heszler [9] proved by rigorous QM that the beating term is zero. Moreover, the screening (cage effect) due to the considered sample, and the set-ups surrounding it, eliminate the soft photons at extremely small frequencies (up to $1 /$ month) necessary to produce the scattering with the conduction current. Finally, the scattering with the lattice prevents the long coherence time between electrons and soft photons $[1,3,10]$. The two last criticisms apply to a recent variant of Handel's theory [11]. An interesting recent theory [12] of coupled harmonic oscillators implies, to within an approximation, an $S(f) \propto 1 / f$ for low $f$ values. However, free electrons are evidently not harmonic oscillators. Even the electrons in atoms have a distribution function in $r$, for instance exponential in 1 S state. Consequently, their periods of revolutions around their nuclei have wide spreadings.

The hope to have a fundamental theory for the pure $1 / f$ noise also decreased with the cumulation of experimental results. Actually, the data turned out to be widely scattered, up to four orders of magnitude, even if the results are limited to the purest semiconductors at the same absolute temperature $T$, as appears from Fig. 1, where for $T \simeq 300 \mathrm{~K}$ there is the majority of the data. It is clear that it is impossible to summarize the results of Fig. 1 by the Hooge's formula [3]

$$
\begin{equation*}
S(f) / G^{2}=\alpha(T) /(\mathcal{N} f) \tag{1}
\end{equation*}
$$

(where $S(f)$ is the power spectral density of the conductance $G$, and $\mathcal{N}$ the total number of charge carriers), if $\alpha(T)$ is taken as a function of the only absolute temperature $T$. Nevertheless, as shown in the companion paper [13], in any conductor, and in any semiconductor, the zero-point field (ZPF) of QED but not renormalized


FIG. 1: Hooge's coefficient $\alpha$ vs $10^{3} / T$. The values with $N=7 \times 10^{20} ; 8 \times 10^{21} ; 8 \times 10^{22}$ are taken from Ref. 5. The other four values, at only $T=300 \mathrm{~K}$, have been given us by Vandamme, and are the experimental results whence $\alpha_{\text {latt }}$ has been derived in Ref. 6.
[i.e., the ZPF of stochastic electrodynamics (SED)] brings about a small interval $\delta v$, starting from a speed $v_{1}$, where the two collision frequencies $\nu_{1}$ and $\nu_{2}$ appearing in the Fokker-Planck equation accounting for electron-electron ( $e-e$ ) interactions [denoted as $e-e \mathrm{FP}$ and given by Eqs. (16) and (17) of Ref. 13] are both proportional to $1 / v$ [as given by Eq. (6) of Ref. 13], which corresponds to the threshold of runaways. The conditional (or transition) probability density in the mentioned $\delta v$ interval turns out to be given by Eq. (30) of Ref. 13, showing an extremely slow time decay, such that the memory of a fluctuation is practically infinite. It is just starting from Eq. (30) of Ref. 13 that, in Sec. II, we derive the consequent power spectral density $S_{\varepsilon}(f)$ which turns out to be

$$
\begin{equation*}
S_{\varepsilon}(f) G^{-2}=\alpha_{\varepsilon}(T=0, N)\left(2 \pi \tau_{m}\right)^{\varepsilon} \mathcal{N}^{-1} f^{\varepsilon-1} \tag{2}
\end{equation*}
$$

where $\tau_{m}$ denotes the information transmission time given by Eq. (27) of Ref. 13. Now $\alpha_{\varepsilon}$ shows a never noticed dependence on the number density $N$, and interpolates the experimental data of Fig. 1 (we repeate: for the purest, quitest semiconductors). Another advantage of Eq. (2) is that the total noise power, i.e., $\int_{0}^{+\infty} d f S_{\varepsilon}(f)$, does not diverge for $f \rightarrow 0$ because $\varepsilon>0$ (although it is very small). On the contrary, an exact $1 / f$ noise as expressed by Eq. (1) presents such unphysical divergence. The other unphysical divergence for $f \rightarrow \infty$ is eliminated for both Eqs. (1) and (2) because the high speed electrons undergo inelastic scatterings with the lattice.

What we find in Sec. II (in particular, that the $\alpha_{\varepsilon}$ appearing in Eq. (2) interpolates all the known experimental data for the purest semiconductors) regards an indefinite medium. Taking into account that our mechanism is not due to electron-lattice scatterings but to electronelectron interactions, it would seem at first glance that the finite transit time $\tau_{\mathrm{tr}}$ in a finite sample would imply
a lower cut-off at $f_{\text {min }} \simeq 1 / \tau_{\text {tr }}$. However, it will be shown in Sec. III that the diffusion in the configuration space (for the only electrons in the small effective $\delta v$ range) becomes ballistic, hence much larger than the drift velocity for the electrons in the same $\delta v$ range. Consequently, the back diffusion, much larger than the drift, transmits and preserves the information of a fluctuaction between the electrodes of a finite sample. That is possible also because the transmission of information is mainly due to $e-e$ interactions and, in the effective $\delta v$ interval, the $e-e$ collision frequency is much larger than that between electrons and lattice.

We conclude in Sec. IV underscoring why this longstanding problem for the purest, quitest semiconductors, has required such a long time for its solution.

## II. $1 / f$ IN AN INDEFINITE SEMICONDUCTOR

The adjective "indefinite" means that here we do not take into account the finite transient time between the electrodes. Actually, we consider a semiconductor sample having length $L$ between the two electrodes connected to the measuring instrument, in which a uniform current density $j$ flows through a constant cross-section $S$ under the action of a uniform electric field $\mathbf{E}$. The total current $I$ flowing in the considered sample may be expressed as

$$
\begin{equation*}
I=j S=e N w S=\frac{e}{L} \mathcal{N} \mu_{m} E=G E L \tag{3}
\end{equation*}
$$

where $e$ is the electron charge, $N$ the number density of the free electrons, $\mathcal{N}=N S L$ their total number in the considered sample, $w=\mu_{m} E$ the drift velocity, $G$ the conductance, and $\mu_{m}$ the mobility given by $[14,15]$

$$
\begin{equation*}
\mu_{m}=\frac{e}{m_{*}}\langle\mu(v)\rangle_{p_{0}}=\frac{e}{m_{*}}\left\langle\frac{1}{\nu_{2}(v)}-\frac{v}{3 \nu_{2}^{2}(v)} \frac{d \nu_{2}}{d v}\right\rangle_{p_{0}} \tag{4}
\end{equation*}
$$

$v$ being the electron speed, $m_{*}$ the electron effective mass in the considered semiconductor, and $\nu_{2}(v)$ the electron collision frequency. The conductance, in terms of microscopic quantities, is easily derived from Eqs. (3) and (4)

$$
\begin{equation*}
G(t)=\frac{e}{L^{2}} \mathcal{N} \mu_{m}=\frac{e^{2}}{m_{*} L^{2}} \mathcal{N}\langle\mu(v)\rangle_{p_{0}} \tag{5}
\end{equation*}
$$

and fluctuates in time $t$ because the distribution function $p_{0}(v, t)$ (contained in the average over $v$ ) fluctuates in $t$. If we average over $t$ or, since the process is ergodic, we take the ensemble average, we have $\langle G(t)\rangle=G$. The correlation function $C_{G}(\tau)$ of $G(t)$ is the same of $g(t)=$ $G(t)-G$, having zero mean value. It is

$$
\begin{align*}
C_{G}(\tau)= & \langle g(t) g(t+\tau)\rangle=\left\langle G(t) G(t+\tau)-G^{2}\right\rangle \\
= & \mathcal{N}\left(\frac{e^{2}}{m_{*} L^{2}}\right)^{2} \int_{0}^{\infty} d v_{0} 4 \pi v_{0}^{2} p_{0}\left(v_{0}\right) \mu\left(v_{0}\right) \\
& \times \int_{0}^{\infty} d v 4 \pi v^{2}\left[p_{0}\left(v, \tau \mid v_{0}\right)-p_{0}(v)\right] \mu(v) \tag{6}
\end{align*}
$$

where $p_{0}\left(v, \tau \mid v_{0}\right)$ is the transition probability density (or Green's solution) to have the speed $v$ at time $\tau$ beginning from $v_{0}$ at $\tau=0$ and $p_{0}(v)=p_{0}\left(v, \infty \mid v_{0}\right)$. As said, it has been shown in Ref. 13 that the real ZPF of SED always brings about a $\delta v$ interval, starting from $v_{1}$, where the two collision frequencies $\nu_{1}$ and $\nu_{2}$ appearing in the $e-e \mathrm{FP}$ become $\nu_{1} \propto \nu_{2} \propto 1 / v$, corresponding to the threshold of runaways. In that effective $\delta v$ interval, $p_{0}\left(v, \tau \mid v_{0}\right)-p_{0}(v)$ decays, in an extremely slow way, as $\tau^{-\varepsilon}$ with $0.003 \leq \varepsilon \leq 0.007$. Consequently, also the correlation function (6) decays in the same way. Since the effective $\delta v$ is unique, it is therefore convenient to split the second integral of Eq. (6) in three parts, the first from 0 to $v_{1}$, the second from $v_{1}$ to $v_{1}+\delta v$, and the third from $v_{1}+\delta v$ to $\infty$. In the first part there are two small $v$ intervals in one of them $\nu_{1} \propto 1 / v$, and in the second $\nu_{2} \propto 1 / v$. Being the two $v$ intervals different, according to Fig. 1 of Ref. 13, $F(\tau)=p_{0}(v, \tau \mid v)-p_{0}(v)$ decays as a mixture of exponentials and powers of $\tau$. The consequent power spectral noise is a mixture of $f^{-n}$ with $n \geq 2$ and white noises. In the third part there is no $v$ interval where at least one $\nu \propto 1 / v$, so that the consequent noise is a sum of Lorentzian, i.e., of white noises. The second part from $v_{1}$ to $v_{1}+\delta v$ is the only one useful to produce $1 / f^{1-\varepsilon}$ noise. In the effective $\delta v$ interval, the transition probability density is given by Eq. (30) of Ref. 13, which vanishes for $\tau \rightarrow \infty$, so that $p_{0}(v)=0$. The contribution of the second part is therefore

$$
\begin{align*}
C_{G}^{\delta v}(\tau)= & \left(\frac{e^{2}}{m_{*} L^{2}}\right)^{2} \mathcal{N} \int_{0}^{\infty} d v_{0} 4 \pi v_{0}^{2} p_{0}\left(v_{0}\right) \mu\left(v_{0}\right) \\
& \times \int_{v_{1}}^{v_{1}+\delta v} d v p_{0}\left(v_{1}\right) \frac{4 \pi}{v_{1}^{1-\varepsilon}} \frac{v_{1}^{3-\varepsilon} \tau_{m}^{\varepsilon}}{\left(\tau_{+} \tau_{m}\right)^{\varepsilon}} \mu(v) \tag{7}
\end{align*}
$$

Again for $v_{1} \leq v \leq v_{1}+\delta v$, we derive from Eq. (6) of Ref. 13 and from Eq. (4)

$$
\begin{equation*}
\mu(v)=\frac{4}{3} v(B K)^{-1} \tag{8}
\end{equation*}
$$

Consequently, the second integral of Eq. (7) can easily be performed and does not depend on $v_{0}$. The first integral is therefore $\langle\mu(v)\rangle_{p_{0}}$, so that Eq. (7) reduces to

$$
\begin{equation*}
C_{G}^{\delta v}(\tau)=\left(\frac{e^{2}}{m_{*} L^{2}}\right)^{2} \mathcal{N}\langle\mu(v)\rangle_{p_{0}} \frac{16 \pi p_{0}\left(v_{1}\right) v_{1}^{3} \tau_{m} \delta v}{3 B K\left(\tau_{+} \tau_{m}\right)^{\varepsilon}} \tag{9}
\end{equation*}
$$

The power spectral density of $G(t)$ is the WienerKhintchine transform of its correlation

$$
\begin{equation*}
S(f)=2 \int_{0}^{\infty} d \tau C_{G}^{\delta v}(\tau) \cos (2 \pi f \tau) \tag{10}
\end{equation*}
$$

To the aim of only finding $1 / f^{\varepsilon}$, we derive from Eqs. (5), (8)-(10)

$$
\begin{equation*}
\frac{S_{f}}{G^{2}}=\frac{32 \pi p_{0}\left(v_{1}\right) v_{1}^{3} \delta v \tau_{m}^{\varepsilon}}{\mathcal{N} 3 B K\langle\mu(v)\rangle_{p_{0}}} \int_{0}^{\infty} \frac{d \tau}{\left(\tau_{+} \tau_{m}\right)^{\varepsilon}} \cos (2 \pi f \tau) \tag{11}
\end{equation*}
$$

| $N$ | $B$ | $K$ <br> $\mathrm{~ms}^{-2}$ | $\langle\mu(v)\rangle_{p_{0}}$ <br> $m^{3} s^{-2}$ | $\alpha_{\varepsilon}$ |
| :---: | :---: | :---: | :---: | :---: |
| $10^{20}$ | 0.172 | $1.37 \times 10^{19}$ | $3.97 \times 10^{4}$ | $2.64 \times 10^{-5}$ |
| $10^{21}$ | 0.112 | $3.58 \times 10^{20}$ | $2.71 \times 10^{4}$ | $1.96 \times 10^{-6}$ |
| $10^{22}$ | 0.113 | $9.01 \times 10^{21}$ | $1.15 \times 10^{4}$ | $1.89 \times 10^{-7}$ |
| $10^{23}$ | 0.115 | $2.07 \times 10^{23}$ | $3.18 \times 10^{3}$ | $3.02 \times 10^{-8}$ |
| $10^{24}$ | 0.191 | $4.11 \times 10^{24}$ | $3.25 \times 10^{2}$ | $7.15 \times 10^{-9}$ |
| $10^{25}$ | 0.236 | $6.16 \times 10^{25}$ | $0.42 \times 10^{2}$ | $2.32 \times 10^{-9}$ |
| $10^{26}$ | 0.248 | $6.11 \times 10^{26}$ | $0.45 \times 10^{1}$ | $1.55 \times 10^{-9}$ |

TABLE I: Values of the fundamental parameters vs the number density $N$ of free electrons.

Setting $2 \pi f \tau=x$ and $2 \pi f \tau_{m}=x_{m}$, the integral of Eq. (11) becomes

$$
\begin{equation*}
\frac{1}{(2 \pi f)^{1-\varepsilon}} \int_{0}^{+\infty} d x \frac{\cos x}{\left(x_{m}+x\right)^{\varepsilon}}=\frac{\varepsilon(\pi / 2)}{(2 \pi f)^{1-\varepsilon}} \tag{12}
\end{equation*}
$$

showing that the power spectral density of the noise is actually of the kind $1 / f^{1-\varepsilon}$. The integral in $x$ has been calculated after performing an integration by parts taking $d x \cos x$ as the differential factor.

Substituting Eq. (12) into Eq. (11) we obtain

$$
\begin{equation*}
\frac{S_{f}}{G^{2}}=\frac{8 \pi v_{1}^{3} p_{0}\left(v_{1}\right) \varepsilon \delta v\left(2 \pi \tau_{m}\right)^{\varepsilon}}{\mathcal{N} 3\langle\mu(v)\rangle_{p_{0}} B K f^{1-\varepsilon}} \tag{13}
\end{equation*}
$$

Comparing Eq. (13) with Eq. (2) we obtain

$$
\begin{equation*}
\alpha_{\varepsilon}=\alpha_{\varepsilon}(T=0, N)=\frac{8 \pi v_{1}^{3} p_{0}\left(v_{1}\right) \varepsilon \delta v}{3\langle\mu(v)\rangle_{p_{0}} B K} \tag{14}
\end{equation*}
$$

The values of the quantities appearing in Eq. (14) are partially reported in Table 1 of the companion paper [13], and the rest in Table I. Since the collision frequency $\nu_{2}(v)$ appearing in Eq. (4) and in the $e-e \mathrm{FP}$ has been obtained numerically by means of Eq. (39) of our previous paper [15], it has been convenient to perform an integration by parts of Eq. (4), thus obtaining

$$
\begin{equation*}
\langle\mu(v)\rangle_{p}=-\frac{4}{3} \pi \int_{0}^{+\infty} d v \frac{v^{3}}{\nu_{2}(v)} \frac{\partial p_{0}(v)}{\partial v} \tag{15}
\end{equation*}
$$

which is a standard expression $[14,15]$ containing the derivative of $p_{0}(v)$ analytically given by Eq. (18) of Ref. 13.

In Table I of Ref. 13, and in Table I of the present paper, there are the two fundamental results, namely, i) the exponent $\varepsilon$ of the time $\tau$ decay of the effective part of the correlation function (12), which leads to $f^{\varepsilon-1}$ of Eq. (13); ii) the parameter $\alpha_{\varepsilon}$ of the Hooge-like coefficient which, differently from Hooge's, depends on $N$. With the average value $\varepsilon=0.005$, and Eq. (27) of Ref. 13, we obtain $\left(2 \pi \tau_{m}\right)^{\varepsilon}=0.96$ [ $\mathrm{s}^{0.005}$ ], which gives a pure number with $f^{\varepsilon}$. The $\delta v$ values are obtained taking $v_{1}$ and $v_{1}+\delta v$ as the $v$ values at which $\nu_{2}(v) v$ decreases by $0.5 \%$ with respect to the maximum value $\left[\nu_{2}(v) v\right]_{M}$ of the plateau. Actually, because of the inaccuracy of the calculated data, we almost do not appreciate any variation


FIG. 2: Plot of $\alpha_{\varepsilon}$ vs the number density $N$. The solid line interpolates the calculated values (triangles). The experimental data $\alpha_{\text {exp }}$ are denoted by black circles with error bars.
of $\nu_{2}(v) v$ to within $0.5 \%$ of the peak value. In any case, both the approximations in the calculated values, and the criterion of delimiting the effective $\delta v$ interval, are the main cause of errors, we have estimated to be $\pm 40 \%$, even after taking the line interpolating the calculated results vs $N$. The second cause of error is the evaluation of $\varepsilon$ that is expressed, in Eq. (21) of Ref. 13, as the difference between 3 and $3 B K^{2} / a^{2}$, the latter requiring an accuracy of 4 significant figures in order to ensure a single figure for $\varepsilon \simeq 0.005$. That is why only one significant figure appears in Table 1 of Ref. 13. This implies an error $\pm 15 \%$ for the maximum $\varepsilon$ value ( 0.007 ), and an error $\pm 30 \%$ for the minimum $\varepsilon$ value (0.003). Summing quadratically the errors, the total uncertainty is between 0.43 and 0.5 . The results for different number densities $N$ are reported in Table I and can be summarized by

$$
\begin{equation*}
\alpha_{\varepsilon}=\alpha_{\varepsilon 0}\left(N_{0}\right)\left(\frac{N_{0}}{N}\right)^{0.898-0.092 \log \left(N / N_{0}\right)}(1 \pm 0.45) \tag{16}
\end{equation*}
$$

where $N_{0}=10^{22} \mathrm{~m}^{-3}$, and $\alpha_{\varepsilon 0}\left(N_{0}\right)=1.89 \times 10^{-7}$.
If we compare Eq. (13) with the normally used Eq. (1) [instead of with Eq. (2)], we obtain

$$
\begin{equation*}
\alpha(T=0, N)=\alpha_{\varepsilon}(T=0, N)\left(2 \pi \tau_{m} f\right)^{\varepsilon} \tag{17}
\end{equation*}
$$

Fortunately the dependence on $f$ is so small $(\varepsilon \simeq 0.005)$ that even for the minimum $f_{\min }=2.8 \times 10^{-7} \mathrm{~s}^{-1}$ (corresponding to 40 days), and $\tau_{m}$ given by Eq. (27) of Ref. 13 , it is $\left(2 \pi \tau_{m} f_{\min }\right)^{\varepsilon} \simeq 0.89$. For $f_{\max } \simeq 10^{4}$ $\mathrm{s}^{-1}$ (where the thermal noise becomes relevant), it is $\left(2 \pi \tau_{m} f_{\max }\right)^{\varepsilon} \simeq 1.01$. For the minimum $(\simeq 1 \mathrm{~Hz})$ and maximum $\left(\simeq 10^{4} \mathrm{~Hz}\right) f$ values used in the experiments whose results are reported in Fig. 1, it is $0.96<\left(2 \pi \tau_{m} f\right)^{\varepsilon}<1.01$, so that, taking the average value, we have $\alpha(T=0, N) \simeq 0.98 \alpha_{\varepsilon}(T=0, N)$. We see that the relative differences are much smaller than the
other theoretical uncertainties. For simplicity we report $\alpha_{\varepsilon}$ in Fig. 2, because it is theoretically independent on $f$. What is important is that our $\alpha_{\varepsilon}$ must not be compared with Hooge's [3] $\alpha_{\text {latt }}$, because the present theory shows that pure $1 / f$ noise is almost exclusively given by electron-electron interactions (thus explaining its universality for the conduction current, independently of the material), and therefore it has nothing to do with a presumed interaction with the lattice. The comparison has to be done directly with the experimental results relevant to pure semiconductors (which are also the quietest ones). The only data clearly extrapolable to $T=0$ are those of Ren and Hooge [5]. The interpolation of the raw data leads to an expression similar to the one of Hooge [3] for his $\alpha_{\text {latt }}$, although we have also here found an $N$ dependence

$$
\begin{equation*}
\alpha=\alpha_{0}(T=0, N)+b(N) \exp \left[-\frac{\Delta E(N)}{k T}\right] \tag{18}
\end{equation*}
$$

Since $b>10^{3} \alpha_{0}$, for the highest $\alpha$ values (corresponding to the highest used temperatures $T$ ), it is easy to find $b(N)$ and $\Delta E(N)$. The latter slightly depends on $N$ and it is therefore easily extrapolable. At this point we can also exploit the measurements of Hooge and Vandamme [6], whose raw data have been kindly given us directly by Vandamme. If we plot them vs $N$ we find $b(N)=b\left(N_{1}\right)\left(N_{1} / N\right)^{0.43}$, with an uncertainty $\simeq 65 \%$ for the value at the maximum experimented $N$ value ( $N=1.2 \times 10^{26} \mathrm{~m}^{-3}$ ), where the measurements of the very small noise is difficult. If we also include the RenHooge [5] data, we improve the accuracy of $b\left(N_{1}\right)$ which turns out to be $b\left(N_{1}\right)=2 \times 10^{-3}$ for $N_{1}=1.6 \times 10^{21} \mathrm{~m}^{-3}$. By means of this more accurate $b(N)$, we can now obtain more reliable $\alpha_{0}(T=0, N)$ values from the curves interpolating the Ren-Hooge data [5]. We get $\alpha_{0}(N=7 \times$ $\left.10^{20} \mathrm{~m}^{-3}\right)=3 \times 10^{-6} ; \alpha_{0}\left(N=8 \times 10^{21} \mathrm{~m}^{-3}\right)=3 \times 10^{-7}$; $\alpha_{0}\left(N=8 \times 10^{22} \mathrm{~m}^{-3}\right)=5 \times 10^{-8}$. The estimated error is $\simeq 15 \%$, while for the values extrapolated from the HoogeVandamme [6] results is $\simeq 30 \%$. We have obtained for the latter ones: $\alpha_{0}\left(N=1.6 \times 10^{21} \mathrm{~m}^{-3}\right)=1.3 \times 10^{-6}$; $\alpha_{0}\left(N=2.5 \times 10^{23} \mathrm{~m}^{-3}\right)=2.85 \times 10^{-8} ; \alpha_{0}(N=$ $\left.5 \times 10^{24} \mathrm{~m}^{-3}\right)=4.1 \times 10^{-9} ; \alpha_{0}\left(N=1.2 \times 10^{26} \mathrm{~m}^{-3}\right)=$ $1.2 \times 10^{-9}$. The first extrapoleted values corresponds to a number density inside the range delimited by the Ren-Hooge results, and the second value is just outside that range. Their differences from the line interpolating the Ren-Hooge values are well within the estimated experimental uncertainty. We can therefore rely on the last two extrapolated values. All the seven values of the $\alpha_{0}$ with their uncertainties are reported in Fig. 2 vs $N$, together with our theoretical values with their band of uncertainty. We see that the agreement is well inside the uncertainties, and that the line interpolating the values derived from the experimental raw data is in excellent agreement with the line expressed by Eq. (16). We again emphasize that the $N$ dependence, never considered before, sets in order the apparent great dispersion of the experimental data.

## III. $\quad S(f) \propto 1 / f^{0.995}$ IN A FINITE SAMPLE

The preceding ideas and results are sufficient to explain in a satisfactory way the $1 / f^{0.995}$ noise in an indefinite medium. The point is that the electrons between the two electrodes (where a fluctuating voltage is measured) $L$ apart from each other, take a time interval $L / w$ (where $w$ is the drift velocity, only due to $\mathbf{a}_{\mathrm{D} . \mathrm{C}}$.) to traverse $L$. But there is no evidence of a tiny change in the decay after $L / w$. The solution is due to the rapid back diffusion for the fraction of the electrons whose speed is inside the small, effective time interval $\delta v$. The diffusion velocity (for only that small fraction) turns out to be much larger than the drift velocity. More in detail, the explanation is based on the following two results: i) The electronelectron $(e-e)$ scattering is dominant for the generation of $1 / f^{1-\varepsilon}$ noise. ii) The $e-e$ scattering also preserves the memory of a fluctuaction much beyond the average transit-time $L / w$. In fact, free electrons are subjected to the drift velocity due to $\mathbf{a}_{D . C .}$, but also to diffusion due to $\mathbf{a}_{\mathrm{ZPF}}$. Now, during the time $\tau_{m}$ of information transmission given by Eq. (27) of Ref. 13, the average displacement due to the drift velocity is

$$
\begin{equation*}
\delta x=w \tau_{m}=\mu_{m} E_{D . C .} \tau_{m} \tag{19}
\end{equation*}
$$

The most probable displacement in the same time interval, due to the longitudinal diffusion coefficient $D_{L}$ for the electrons in the useful $\delta v$ range, is $[15,16]$

$$
\begin{equation*}
\delta r=\left[4 D_{L}\left(v_{1}\right) \tau_{m}\right]^{1 / 2} \tag{20}
\end{equation*}
$$

where $v_{1}$ is the smallest velocity of the useful $\delta v$ range. Now, as shown by Parker and Lowke [16], when $\nu \propto v^{-1}$, i.e., at the threshold of runaways, $D_{L}$ diverges. In fact, the expression of $\nu$ considered after Eq. (13) of Ref. 16 (p.293), is $\nu=\nu_{0}\left(\epsilon / \epsilon_{0}\right)^{(l+1) / 2}=\nu_{0}\left(v / v_{0}\right)^{l+1}$ (since $\epsilon=$ $m v^{2} / 2$ ) and they found

$$
\begin{equation*}
D_{L} / D_{T}=(l+3) /[2(l+2)] \tag{21}
\end{equation*}
$$

where $D_{T}$ is the transversal diffusion coefficient. We see clearly that this ratio diverges for $l \rightarrow-2$, corresponding to $\nu \propto v^{-1}$. Parker and Lowke [16] obtained it by a semiquantitative model (their Sec. III), and their quantitative theory implies a still stronger divergence, as can be seen comparing this ratio with Table I of Ref. 16. Since $D_{L}$ is defined as $\lim _{t \rightarrow \infty}\left\langle\left(x-x_{0}\right)^{2} / t\right\rangle$, the divergence means that $\left(x-x_{0}\right)^{2} \propto t^{2}$, i.e., the diffusion becomes ballistic and $\delta r \simeq v_{1} \tau_{m}$. The ratio between $\delta r$ and the $\delta x$ given by Eq. (19), i.e., $\delta r / \delta x=v_{1} /\left(\mu_{m} E_{D . C .}\right)$, is very large [17], and independent of $\tau_{m}$. Consequently, the velocity of back diffusion, responsible for the transmission of information to the new electrons entering the $L$ section of the sample (between the two electrodes $L$ apart from each other), is much larger than the drift velocity $w$. That is why the memory of a fluctuaction is preserved independently of the transit-time $L / w$. It was just the divergence of $D_{L}$ when $\nu \propto v^{-1}$ that suggested to one
of us (G. Cavalleri) the idea of the possible origin of $1 / f$ noise when $\nu_{2} \propto v^{-1}$, because of the connection between noise power spectral densities and generalized diffusion coefficients [18]. The pure $1 / f$ noise is therefore valid for both an indefinite medium and a small sample.

## IV. CONCLUSIONS

When a fluctuation produces a pimple in the distribution function of the electron speeds, the pimple tends to diffuse and drift in the speed space because of collisions. However, at the threshold of runaways there is a kind of counter-diffusion and counter-drift in the speed space, so that the pimple appears as almost crystallized, decaying as $\tau^{-0.005}$. Moreover, this result is independent of the transit time $L / w$ of the electrons. What is more, our theoretical expression (16) fits the experimental data much better than Hooge's empirical formula, because we find a dependence on the electron concentration $N$ besides the total number $\mathcal{N}$ of electrons in the considered sample. No previous paper has ever predicted the $N$ dependence that is peculiar for the pure $1 / f$ noise, and not for the $1 / f$ like component due to electron trappingdetrappings. The data fittings hold only for the pure $1 / f$ noise, i.e., the one present in the purest and quietest semiconductors. The pure $1 / f$ noise can also be obtained as the residue of the usual much larger $1 / f$ like noise after subtracting the usually much larger contribution due to trapping-detrappings.

Finally, the $1 / f^{1-\varepsilon}$ noise only depends on the electronelectron $(e-e)$ scattering in a small $\delta v$ range, and it is therefore independent of the electron-lattice ( $e$-lattice) scattering. The coefficient of proportionality $\alpha_{\varepsilon}$ depends on the material only via the mobility $\langle\mu(v)\rangle_{p_{0}}$ appearing at the denominator of Eq. (14). In turn, $\langle\mu(v)\rangle_{p_{0}}$, averaged over $0<v<\infty$, is due to both $e-e$ and $e$-lattice scatterings ( $e-e$ scattering is much larger than $e$-lattice scattering only in the neighborhoods of the effective $\delta v$ interval).

The pure $1 / f$ noise is therefore fully explained from both the experimental and theoretical points of view. The reason why this long standing problem challenged all the previous attempts is that it required a catena of successive achievements, we summarize below: 1) The reduction of the nonlinear Boltzmann equation with electronelectron $(e-e)$ interaction to a Fokker-Planck (FP) equation; 2) The steady-state solution $p_{0}(v)$ of $e-e$ FP equation, which depends on the square of acceleration $\mathbf{a} ; 3$ ) $p_{0}(v)$ becomes similar to the Fermi-Dirac distribution function if $a^{2}$ is caused by the zero-point field (ZPF) of QED. It is just because of $a_{\mathrm{ZPF}}^{2}$ that there is a small interval $\delta v$ for the electron speed $v$ where runaways occur; 4) In this $\delta v$ range, the time-dependent Green's solution of the $e-e$ FP decreases as $\tau^{-\varepsilon}$ with $\varepsilon \leq 0.007$. Then, $S(f) \propto 1 / f^{1-\varepsilon}$ and also depends on the electron concentration, thus closely fitting the experimental data; 5) In a finite sample, fluctuactions are remembered because
back diffusion is much more rapid than drift velocity.
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# REVIEW OF STOCHASTIC ELECTRODYNAMICS, WITH AND WITHOUT SPIN 

Leonardo Bosi*<br>Politecnico di Milano (Polo Regionale di Lecco), CNR/INFM and Dipartimento di Fisica, piazza L. da Vinci 32, 20133 Milano, Italy<br>Giancarlo Cavalleri, ${ }^{\dagger}$ Francesco Barbero, Gianfranco Bertazzi, and Ernesto Tonni<br>Dipartimento di Matematica e Fisica, Universit a Cattolica del Sacro Cuore, via Musei 41, 25121 Brescia, Italy<br>Gianfranco Spavieri ${ }^{\ddagger}$<br>Centro de F'isica Fundamental, Facultad de Ciencias, Universidad de Los Andes, M'erida, 5101<br>Venezuela<br>Stochastic electrodynamics (SED) without spin, denoted as pure SED, is based on the introduction of the nonrenormalized, stochastic zero-point field (ZPF). It explains some aspects of quantum mechanics (QM), but has four fundamental drawbacks that make it untenable. All the drawbacks are overcome by SED with spin, that allows the derivation of the ZPF and of the Schroedinger equation when the ZPF is not modified, at frequencies smaller than plasma's, because of boundary conditions. In presence of a conducting wall with two slits, an experiment is proposed which could discriminate between QM and SED with spin. In fact, in the case of an electron beam focused on a single slit, no interference pattern due to the other slit is predicted by QM, differently than by SED with spin.
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## I. ABSORBED AND RADIATED POWERS

The power spectral density of electromagnetic (e.m.) radiation can be represented as

$$
\begin{equation*}
\rho(\omega)=\frac{d^{4} K}{d V d \omega}=\frac{d U}{d \omega} \tag{1}
\end{equation*}
$$

with $K, V, \omega$, and $U \equiv d^{3} K / d V$ denoting energy, volume, angular frequency, and energy density, respectively. The average force $\langle\mathbf{F}\rangle$ on a charged harmonic oscillator of mass $m$, electric charge $e$, having proper angular frequency $\omega_{0}$, translating with average velocity $\langle\mathbf{v}\rangle$, and subject to the e.m. power spectral density $\rho(\omega)$, is given by the Einstein-Hopf formula [1]

$$
\begin{equation*}
\langle\mathbf{F}\rangle=-\frac{4}{5} \pi^{2} \frac{e^{2}}{m c^{2}}\langle\mathbf{v}\rangle\left[\rho\left(\omega_{0}\right)-\frac{\omega_{0}}{3}\left|\frac{d \rho(\omega)}{d \omega}\right|_{\omega=\omega_{0}}\right] \tag{2}
\end{equation*}
$$

We notice that only for $\rho(\omega)=A \omega^{3}$ the force is null for every value of $\omega_{0}$, hence allowing a "motion by inertia", at least for a harmonic oscillator. In particular, as shown by Boyer [1], a density $\rho(\omega)=A \omega^{3}$ is also the only one relativistic invariant.

Assuming the proportionality constant $A$ as

$$
\begin{equation*}
A=\frac{\hbar}{2 \pi^{2} c^{3}} \tag{3}
\end{equation*}
$$

the power spectral density turns out to be

$$
\begin{equation*}
\rho(\omega)=\frac{\hbar \omega^{3}}{2 \pi^{2} c^{3}} \tag{4}
\end{equation*}
$$

[^2]coinciding with the zero point field (ZPF) of quantum electrodynamics (QED). However, $\rho(\omega)$ is strongly divergent for $\omega \rightarrow \infty$, so that the ZPF is renormalized in QED. Yet, in presence of a gravitational field, i.e., in a Riemannian space, $\rho(\omega)$ can not be renormalized, implying a big trouble for general relativity (GR). In fact, even truncating the ZPF at the minimum possible value, the mass energy density in the universe would be $10^{120}$ times what observed.

The filament theory (FT), for the time being in progress, leads to a gravitational theory different from general relativity. FT gives the same results of GR up to and including the second order, which is the only one that can be detected at present. But it is radically different, because the ZPF of FT has no effect on gravitation. Consequently, in FT [and in the consequent stochastic electrodynamics with spin (SEDS), that will be studied in Sec. IV of this proceeding] the ZPF is taken as real, i.e., as non-renormalized. We will also see that it has a natural reduction at very high frequencies.

According to classic stochastic electrodynamics (SED), a charged oscillator, as an electron of mass $m$ and electric charge $e$ around an atomic nucleus, classically absorbs a power from the ZPF given by

$$
\begin{equation*}
P_{\mathrm{abs}}=2 \frac{2}{3} \frac{e^{2}}{m} \pi^{2} \rho(\omega) \tag{5}
\end{equation*}
$$

with $\rho(\omega)$ given by Eq.(4). For simplicity, if we suppose a circular orbit (it is sufficient for our purposes), the electron velocity $v$ is given by $v=\omega R$, and, putting Eq.(4) into (5), it is

$$
\begin{equation*}
\left.P_{\mathrm{abs}}\right|_{c i r c}=\frac{2}{3} \frac{e^{2}}{m} \frac{\hbar v^{3}}{c^{3} R^{3}} \tag{6}
\end{equation*}
$$

with the electronic radiated power given by the Larmor
formula

$$
\begin{equation*}
\left.P_{\mathrm{rad}}\right|_{c i r c}=\frac{2}{3} \frac{e^{2}}{c^{3}} a^{2}=\frac{2}{3} \frac{e^{2}}{c^{3}}\left(\frac{v^{2}}{R}\right)^{2} \tag{7}
\end{equation*}
$$

with $a=v^{2} / R$ as the centripetal acceleration.
Equating the radiated and absorbed powers of Eqs.(6) and (7), we obtain

$$
\begin{equation*}
m v R=\hbar \tag{8}
\end{equation*}
$$

which is the Bohr's condition, allowing the calculation of the most probable atomic radius. Eq.(8) also gives the uncertainty principle.

## II. EXCITED STATES

Excited states have never been obtained in SED, and we present them as a new achievement.

In the preceding balance $P_{\mathrm{abs}}=P_{\mathrm{rad}}$, that led to Eq.(8), we have considered a pure circular motion, that can not exist because of the random action of the ZPF. Although the ZPF little modifies an orbit during a single revolution, in the long run the orbit becomes elliptical with slow variations of eccentricity, major axis, and even of the orbit plane. The Bohr radius $R_{1}$ is only the most probable value to find the electron in a thin spherical shell around $R_{1}$.

Let us now consider the case that a ZPF fluctuation has produced a small variation of an initially circular orbit, transforming it into an elliptical orbit, represented in polar coordinates $r$ (distance) and $\theta$ (angle) by

$$
\begin{equation*}
r=\frac{R}{1-\epsilon \cos \theta} \tag{9}
\end{equation*}
$$

If the eccentricity $\epsilon$ is much less than 1, Eq.(9) is equivalent, to within second order terms in $\epsilon$, to

$$
\begin{align*}
& x=R \cos \theta+\epsilon R \cos 2 \theta, \\
& y=R \sin \theta+\epsilon R \sin 2 \theta \tag{10}
\end{align*}
$$

In fact, it is

$$
\begin{align*}
r & =\sqrt{x^{2}+y^{2}}=R \sqrt{1+\epsilon^{2}+2 \epsilon \cos \theta} \\
& \simeq R+\epsilon R \cos \theta \simeq \frac{R}{1-\epsilon \cos \theta} \tag{11}
\end{align*}
$$

In a Keplerian motion there is conservation of angular momentum $\Gamma$, so that $\omega$ depends only on the distance $r$, with

$$
\begin{equation*}
\omega(r)=\frac{\Gamma}{m r^{2}} \tag{12}
\end{equation*}
$$

Putting Eqs.(11) into (12) and defining $\omega_{0}=\Gamma m^{-1} R^{-2}$ as the angular frequency associated to radius $R$, we have

$$
\begin{equation*}
\omega=\omega_{0}-2 \epsilon \omega_{0} \cos \theta \tag{13}
\end{equation*}
$$

Solving Eq.(13) in an iterative way in $\theta$, we derive to first order

$$
\begin{equation*}
\theta=\int \omega d t \simeq \omega_{0} t-2 \epsilon \sin \left(\omega_{0} t\right) \tag{14}
\end{equation*}
$$

Substituting this equation into the polar equation of the ellypse, given by Eq.(9), we obtain the trajectory as a function of time $t$. Since in Eq.(9) the term $\cos \theta$ is multiplied by $\epsilon$ and we are limiting our calculation to first order in $\epsilon \ll 1$, we can neglect the second term.

With $\theta=\omega_{0} t$, the first terms at the r.h.s. of Eq.(14) represent the main circular motion, considered as a deferent, on which there is a second circular motion ( $\epsilon$ time the first one) considered as an epicycle. Since it is $\epsilon \ll 1$, the motion is practically circular, so that the radiated power remains unaltered. What drastically changes is the absorbed power since now there are four harmonic oscillators. The epicycle rotates with angular velocity $2 \omega$ in respect of the laboratory. However, since the epicycle rotates around a point that in turn rotates with $\omega$, what is effective for the absorbed power is the relative frequency $2 \omega-\omega=\omega$, i.e., the same frequency as the one of the deferent. Consequently, the absorbed power $P_{e x}$ for the first-order excited state can be written as

$$
\begin{equation*}
P_{\mathrm{abs}}^{\mathrm{excited}}=\left.n P_{\mathrm{abs}}\right|_{c i r c} \tag{15}
\end{equation*}
$$

with $\left.P_{\text {abs }}\right|_{\text {circ }}$ given by Eq.(6) and $n=2$, corresponding to 2 plane motions (hence 4 harmonic oscillators with the same angular frequency $\omega_{0}$ ).

The Bohr orbit corresponds to $n=1$, i.e., to one plane motion (hence two harmonic oscillators). More in general, a periodical elliptical motion can be expanded in Fourier series

$$
\begin{align*}
& x=R \cos \theta+R \sum_{n=2}^{+\infty} \epsilon_{n} \cos \left(n \theta+\varphi_{n}\right) \\
& y=R \sin \theta+R \sum_{n=2}^{+\infty} \epsilon_{n} \sin \left(n \theta+\varphi_{n}\right) \tag{16}
\end{align*}
$$

where $\varphi_{n}$ are constant phases. Each additional term corresponds to a circular motion which, being relevant to the same electron, is epicycloidal. If we limit to $n=3$, we have an epicycle rotating with angular velocity $3 \omega$ (in the approximation $\theta=\omega t$ ) on another epicycle rotating with angular velocity $2 \omega$, in turn rotating on the deferent with angular velocity $\omega$. The relative, effective frequencies for absorption from the ZPF are $3 \omega-2 \omega=2 \omega-\omega=\omega$, i.e., the same of case $n=2$. Being $\epsilon_{i} \ll 1$ in Eq.(16), the radiated power remains the same as for a circular orbit, i.e., still given by Eq.(7), whence

$$
\begin{equation*}
P_{\mathrm{rad}}^{\text {excited }}=\left.P_{\mathrm{rad}}\right|_{\text {circ }} \tag{17}
\end{equation*}
$$

Equating the absorbed and radiated powers, from Eqs.(6), (7), (15), and (17) we obtain

$$
\begin{equation*}
m v_{n} R_{n}=n \hbar \tag{18}
\end{equation*}
$$



FIG. 1: Radiated power $P_{\text {rad }}\left[\mathrm{erg} \mathrm{s}^{-1}\right]$ and absorbed power $P_{a b s}\left[\mathrm{erg} \mathrm{s}^{-1}\right]$ vs radius $R[\mathrm{~cm}]$ of the electron circular orbit. For any number $n$ of plane orbits (in QM terms, $n$ is the principal quantum number) there is a stable point of intersection $P_{a b s}(n, R) P_{r a d}(n)$ if the average effect of the zero-point field (ZPF) is considered. The ZPF fluctuations concordant with the radiation damping cause the transition from $n$ to $n-1$.
i.e., Bohr's condition for quantization.

Let us examine the transition between two states. If the radius $R$ of the orbit changes very slowly, we may consider it in quasi-equilibrium, so that $e^{2} / R^{2}=m v^{2} / R$, i.e.

$$
\begin{equation*}
v=\frac{e}{\sqrt{m R}} \tag{19}
\end{equation*}
$$

Putting Eq.(19) into (15), (17), and using Eqs.(6), (7), the radiated and absorbed powers are given by

$$
\begin{align*}
P_{\mathrm{abs}}^{\text {excited }} & =\frac{2 n e^{5} \hbar}{3 c^{3} m^{5 / 2} R^{9 / 2}}  \tag{20}\\
P_{\text {rad }}^{\text {excited }} & =\frac{2 e^{6}}{3 c^{3} m^{2} R^{4}} \tag{21}
\end{align*}
$$

With a given value of $n$ and for $P_{\text {abs }}^{\text {excited }} \simeq P_{\text {rad }}^{\text {excited }}$, as an average effect we have stable equilibrium for a given radius $R_{n}$. In fact, if it is $R=R_{n}+\delta R$ (with $\delta R \ll$ $R_{n}$ ), we have $P_{\text {rad }}^{\text {excited }}>P_{\text {abs }}^{\text {excited }}$ and radius $R$ decreases. Viceversa, if it is $R=R_{n}-\delta R$, we have $P_{\text {rad }}^{\text {excited }}<$ $P_{\text {abs }}^{\text {excited }}$ and radius $R$ increases, as shown in Fig.1.

There are however the fluctuations of the ZPF (beside its average effect), which can easily destroy the small amplitude $\epsilon_{n} R$ of one of epicyclic motions. In this case, $P_{\mathrm{abs}}^{\text {excited }}$ loses two armonic oscillators (passing from $n$ to $n-1$ ) and we have $P_{\text {rad }}^{\text {excited }}$ sensitively larger than $P_{\mathrm{abs}}^{\text {excited }}$. As a consequence, the electron motion becomes, on an average, a spiral motion towards the lower most probable orbit $n-1$.

The net radiated energy is twice the one of the ZPF corresponding to the net observable weighted average frequency $\langle\omega\rangle$.

## III. ACHIEVEMENTS OF PURE STOCHASTIC ELECTRODYNAMICS (SED)

The fundamental equation for SED is the LorentzAbraham equation of motion with radiation damping

$$
\begin{equation*}
m \ddot{\mathbf{r}}-\frac{2 e^{2}}{3 c^{3}} \dddot{\mathbf{r}}=e\left[\mathbf{E}+\mathbf{E}_{r}+\frac{\mathbf{v}}{c} \times\left(\mathbf{B}+\mathbf{B}_{r}\right)\right] \tag{22}
\end{equation*}
$$

in which the actions on the charge $e$ are due to both the external fields ( $\mathbf{E}$ and $\mathbf{B}$ ) and the random fields $\left(\mathbf{E}_{r}\right.$ and $\mathbf{B}_{r}$ ), where the stochastic, or random, electric field of SED can be expressed as the Fourier superposition

$$
\begin{equation*}
\mathbf{E}_{r}(\mathbf{r}, t)=\operatorname{Re} \sum_{s=1}^{2} \int \mathbf{E}_{k}(\mathbf{k}, s, t) \mathrm{e}^{i\left[\omega_{k} t-\mathbf{k} \cdot \mathbf{r}+\theta_{k}(s)\right]} d^{3} \mathbf{k} \tag{23}
\end{equation*}
$$

of plane waves with random phase $\theta_{k}$, where the summation is over the two polarizations implied in the e.m. transverse waves, and the Fourier amplitude is $(0.5 \hbar \omega)^{1 / 2} \pi^{-1}$. Using the orthogonal unit vectors $\hat{\varepsilon}$ and $\hat{\mathbf{k}}$ in the direction of the electric field and wave propagation vectors respectively, we can write

$$
\begin{equation*}
\mathbf{E}_{k}(\mathbf{k}, s, t)=\hat{\varepsilon}(s) \sqrt{\frac{\hbar \omega}{2 \pi^{2}}} \tag{24}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{B}_{r}(\mathbf{r}, t)= & \operatorname{Re} \sum_{s=1}^{2} \int \hat{\mathbf{k}} \times \hat{\varepsilon}(s) \sqrt{\frac{\hbar \omega}{2 \pi^{2}}} \\
& \times \exp \left\{i\left[\omega_{k} t-\mathbf{k} \cdot \mathbf{r}+\theta_{k}(s)\right]\right\} d^{3} \mathbf{k} \tag{25}
\end{align*}
$$

In honour of the autors who first used the above equations intensively, the latter is called the BraffordMarshall equation. Its application has given results in agreement with those of QM, and even of QED for:

1. The stability of the atoms including the excited states if the e.m. pressure of the ZPF is neglected;
2. The black body spectrum $[1,2]$. With the same treatment of Rayleigh-Jeans, but with the inclusion of the ZPF (see Fig.2), the Planck spectrum is found superimposed to the ZPF, i.e.

$$
\rho(\omega)=\frac{\hbar \omega^{3}}{\pi^{2} c^{3}}\left[\frac{1}{2}+\frac{1}{\exp (-\hbar \omega / k T)}\right]
$$

3. The intuitive explanation of the Casimir effect [3], i.e., the attraction of two conducting plates (with no electric charge), due to the e.m. pressure of the ZPF, that is larger outside the plates;


FIG. 2: In SED the Planck spectrum is superimposed to the zero point field (ZPF), represented as $\rho_{\mathrm{ZPF}}(\omega)$, giving the total spectrum $\rho_{\text {tot }}(\omega)$.
4. The Van der Waals forces between macroscopic objects, and between polarizable particles [3];
5. The oscillator and rotator specific heats [3];
6. The fluctuations in thermal radiation [3];
7. The third law of thermodynamics [3];
8. The harmonic oscillator with radiative corrections [4];
9. The diamagnetic susceptibilities [5];
10. The thermal effects of acceleration [6] (the UnruhDavis effect).

There is also a new result, qualitatively predicted by Rueda [7], i.e., the origin of the extremely high energy tail of the cosmic radiation, which is not contained in usual QED. Indeed, already Einstein showed that the kinetic energy of a particle subject to random impulses increases linearly with time unless a friction force arises, due to the stochastic process itself. But, if the stochastic process is that of the ZPF, the friction force vanishes and the kinetic energy of a charged particle steadily increases until the particle undergoes a collision, which is very rare in the intergalactic space. Thus the huge observed energies of cosmic rays up $10^{21} \mathrm{eV}$ are explained. In this case there is no modification of the ZPF because of the boundary conditions, and that is why QED in the usual time-asymmetric formulation (in which the unmodified zero point is subtracted) does not predict this effect. By SED, Rueda predicted not only the existence of this new effect, but also the correct slope of the very high energy tail of the cosmic ray distribution function versus energy. Unfortunately, the intensity of the acceleration
mechanism turned up to be too intense, so that an electron would become a cosmic ray in an oscilloscope tube [8]!

At the end of the seventies, skilful researchers [9] succeeded to solve nonlinear problems in SED, and then a second big drawback appeared: the solution of the probability density of an electron around a proton tended to be uniform in the long run, and therefore to vanish, thus implying the self-ionization of an hydrogen atom! The stability of atoms was again unsolved, although in the opposite sense to that implied in classical physics (without ZPF), which predicted collapse.

A third shortcoming which always troubled the researchers is that SED implies broad spectra for radiation and absorption of rarefied gases, instead of the sharp observed lines! Indeed, according to SED, the quasielliptical orbit of an electron around a nucleus undergoes a maximum relative change of $10^{-5}$ during a revolution, if compared with the corresponding Keplerian orbit. Then, after $10^{6}$ revolutions, the energy and, particularly, the revolution frequency can radically be changed. Although there is average equilibrium between the radiated and absorbed power for orbits not very different from Bohr's orbits, there is a net observable radiation for all the intermediate orbits with their large spread of revolution frequency. For instance, in the passage from the second to the first orbit of Bohr, there is a classical spread of frequency by a factor 8 .

A fourth drawback of SED was the impossibility to explain the diffraction of electrons, and the fifth that the Scroedinger equation has beed derived in particular cases only. The impossibility to derive the Schoedinger equation by "pure" SED when nonlinear forces are present (as in the case of atoms, where the Coulomb force is highly nonlinear) is related to the above second drawback.

Because of the above five drawbacks, many valid researchers abandoned SED, considering it a curiosity, which gives correct results in the cases of linear systems only. Only few researchers, as Rueda, Puthoff, Spavieri, Tonni, and Bosi, went on working on pure SED. Stimulated by professor L.Bosi, we succeeded to explain an experimental anomaly in the measurements of the maximum limit of the neutrino rest mass [10].

Another long standing problem, i.e., the origin of the electrical noise having power spectral density proportional to $1 / f$, received its solution through the introduction of the ZPF. Not only the origin of the $1 / f$ noise has been explained, but also a dependence on the electron number density has been found, which allowed an excellent agreement with the experimental results for the purest semiconductors [11].

## IV. SED WITH SPIN (SEDS)

Originally, spin was introduced, following Pauli saying, as a "nonclassically explainable two valuedness".

When Goudsmith gave some intuitive model, he meant


FIG. 3: If the center $O$ of the gyration has velocity $\mathbf{v}$, the electron moves along a helix. Being $c$ the local velocity of the electron, by the Pythagorean theorem we obtain Eq.(29), i.e., the time transformation of special relativity.
spin as a rotation of an elementary particle around its own simmetry axis. But that is completely wrong, because an electron (or a quark), on the bases of scattering experiments at LEP, has a maximum size less than $10^{-19} \mathrm{~m}$, and with that radius and a peripheral speed equal to that of light, the angular momentum would be less than $10^{-6} \hbar$.

Schroedinger, solving the Dirac equation for an isolated electron, found a motion at the speeed of light along a circular trajectory, having the Compton radius

$$
\begin{equation*}
R_{e}=3.86 \times 10^{-13} \mathrm{~m} \tag{26}
\end{equation*}
$$

Barut and Zanghi [12] showed that the circular motion was the best interpretation for spin. But it seemed a contradiction having a particle moving at the speed of light without having infinite mass, and infinite e.m. radiation.

The complete solution comes from the filament theory [13], where special relativity (SR) is not present at the particle level, but only with respect to the ideal point $O$ around which the particle performs its "spin gyration".

SR is a consequence of that "gyration" [14]. If the center $O$ of that gyration has velocity $\mathbf{v}$, the larger is the pitch of the helix, as shown in Fig. 3. Only for a pitch tending to infinity, the speed of $O$ (usually considered as the electron speed) tends to the speed of the light $c$.

Let us consider a reference frame $F^{\prime}$ at rest with $O$. For $F^{\prime}$ the gyration period is

$$
\begin{equation*}
T^{\prime}=2 \pi R_{e} / c \tag{27}
\end{equation*}
$$

For the frame $F$, at rest with the laboratory, $O$ moves with a velocity $\mathbf{v}$ perpendicular to the plane $\alpha$ of gyration. Since for $F$ the electron moves with speed $c$ along a helix, the period $T$ to traverse a pitch is longer. Precisely, the component $c_{\perp}$ on $\alpha$ of its velocity is

$$
\begin{equation*}
c_{\perp}=\sqrt{c^{2}-v^{2}}=c \sqrt{1-v^{2} / c^{2}} \tag{28}
\end{equation*}
$$



FIG. 4: What is called a "spin up" means a distribution of the spin axis $\hat{\mathbf{n}}$ in a half sphere having $\mathbf{B}$ as a simmetry axis.
so that the period is

$$
\begin{equation*}
T=\frac{2 \pi R_{e}}{c_{\perp}}=\frac{2 \pi R_{e}}{c \sqrt{1-v^{2} / c^{2}}}=\gamma T^{\prime} \tag{29}
\end{equation*}
$$

just as given by SR, but here derived from Galilean kinematics by the Pythagorean theorem.

Equating the power emitted with the power absorbed because of spin, Bohr's condition [see Eqs.(6)-(8), with $v=c$ and $\left.R=R_{e}\right]$ gives

$$
\begin{equation*}
m c R_{e}=\hbar \tag{30}
\end{equation*}
$$

The spin axis $\hat{\mathbf{n}}$ can assume any direction, as shown in Fig.4. In presence of a magnetic field $\mathbf{B}$, the spin axes precedes around $\mathbf{B}$. What is called a "spin up" means an $\hat{\mathbf{n}}$ distribution in a half sphere having $\mathbf{B}$ as a simmetry axis. For "spin down", the simmetry of the half-sphere is antiparallel to $\mathbf{B}$. The average value, the only one measurable, is

$$
\begin{equation*}
\Gamma_{B}=\hbar \int_{0}^{\pi / 2} d \vartheta \sin \vartheta \cos \vartheta=\frac{\hbar}{2} \tag{31}
\end{equation*}
$$

which is the standard value. With the above distribution of $\hat{\mathbf{n}}$, it has been proved by Pitowsky [15] that the procedure used by John Bell to derive its famous inequalities leads to results in agreement with QM, thus eliminating the speculations regarding "superluminar speeds". The e.m. radiation due to the spin gyration is more than $10^{12}$ that of an electron whose gyration center revolves around a proton. Consequently, the ZPF is practically due to the spin gyration [14].

As shown in Fig. 5, if all the centers of the electron spin gyrations were at rest with respect to the laboratory, the power spectral density would be a narrow spread around an almost Dirac delta function centered at $\omega_{e}=c / R_{e}$. However, if we consider spherical shells concentric with the observer in our expanding universe, the contribution of the shells decreases at the increase of their radii, because of the Doppler-Fizeau effect. The result is $\omega<\omega_{e} / 10$ for $\rho(\omega) \propto \omega^{3}$.

At the beginning of the universe the particles could be in a steady-state condition because $\rho(\omega)$ did not grow


FIG. 5: If all the centers of the electron spin gyrations were at rest with respect to the laboratory, the power spectral density $\rho(\omega)$ would be a narrow spread centered at $\omega_{e}=c / R_{e}$. However, ours is an expanding universe, whence, at least for $\omega<0.1 \omega_{e}$, it is $\rho(\omega) \propto \omega^{3}$ due to the Doppler-Fizeau effect.
versus $\omega$ as $\omega^{3}$ for $\omega_{e} / 10<\infty$. Consequently, the spin radius decreased spiralling up to $\sim 10^{-16}$ the present value $R_{e}$ and $\rho(\omega) \propto \omega^{3}$ up to $10^{16} \omega_{e}$.

A spinning particle in a constant field $\mathbf{E}$ lying in the plane of the spin gyration increases the spin radius in a half trajectory and decreases it in the other half. The result is a zero acceleration for $O$. The particle can therefore accelerate along its spin axis $\hat{\mathbf{n}}$, and the equation of motion, neglecting the self-reaction, is $[10,14]$

$$
\begin{equation*}
m_{*} \mathbf{a}=\mathbf{F} \cdot \hat{\mathbf{n}} \hat{\mathbf{n}}, \tag{32}
\end{equation*}
$$

where $m_{*}$ is the inertial mass when $\hat{\mathbf{F}}=\hat{\mathbf{n}}$ (indeed, in this case, we have $m_{*} \mathbf{a}=\mathbf{F}$ ). When an e.m. wave impinges on an electron, the electric field produces a velocity variation $\delta \mathbf{v} \propto \hat{\mathbf{n}}$, so that the additional acceleration due to Lorentz force $\delta \mathbf{F}_{L}$ vanishes since

$$
\begin{equation*}
\delta \mathbf{F}_{L} \cdot \hat{\mathbf{n}}=e \delta \mathbf{v} \times \mathbf{B} \cdot \hat{\mathbf{n}} \propto e \hat{\mathbf{n}} \times \mathbf{B} \cdot \hat{\mathbf{n}}=0 \tag{33}
\end{equation*}
$$

Only when $\hat{\mathbf{n}}$ precesses $\delta \mathbf{F}_{L}$ is no longer zero. The Einstein-Boyer-Rueda mechanism of acceleration of an electron in the ZPF is strongly reduced, since an electron with spin is only sensitive to the ZPF frequency roughly equal to its precession frequency. This mechanism can still justify the existence of the most energetic cosmic rays, but the acceleration requires some thousand (or million) light years in the intergalactic space. The quenching of the mechanism of acceleration due to the component $\mathbf{E}_{r}+(\mathbf{v} / c) \times \mathbf{B}_{r}$ in Eq.(22) also explains why good results for the atoms are obtained considering only the effect of $\mathbf{E}_{r}$. We have no longer the self-ionization of atoms.

We also overcome the impossibility of pure SED to explain the narrow spectral lines emitted (or absorbed) by gases. The new equation of motion strongly reduces the
random impulses due to radiation pressure of the ZPF, which would vanish in absence of $\hat{\mathbf{n}}$ precession. However, the torque of the extended orbit of spin and due to the atomic nucleus produces a precession of $\hat{\mathbf{n}}$. As a consequence, the ZPF exerts random impulses on the precessing spinning (or better gyrating) electron, which strongly perturbs the regular spiraling motion that there would be if only the classical radiation damping would be present. The actual motion is similar to a spiral-like trajectory with a superimposed rapid diffusion.

In other terms, while the classical spiraling motion requires $\sim 10^{6}$ revolutions to pass from an excited state (for instance the 2 P state of an H atom) to the ground state (the 1 S state for H ), the rapid diffusion is such that the passage is accomplished in only $\sim 10^{2}$ revolutions. Consequently, on the average, the complete transition takes $n \sim 10^{6} / 10^{2}=10^{4}$ passages from one state to the other. The Fourier transform of net radiated electric field is

$$
\begin{align*}
\tilde{E}(\omega) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d t E(t) \exp (-i \omega t) \\
& =\frac{1}{2 \pi} \sum_{s=1}^{n-1} \int_{t_{s}}^{t_{s+1}} d t E(t) \exp (-i \omega t) \tag{34}
\end{align*}
$$

where the time interval $t_{2}-t_{1}$ corresponds to the first passage, and $t_{n}-t_{n-1}$ to the last passage. If we consider the Fourier transform corresponding to $t_{2}-t_{1}$ only, we have a very wide spectrum, mainly contained between $\omega(2 P)$ and $\omega(1 S)=8 \omega(2 P)$. This would be the spectrum according to pure SED. If we now include the other passages, between the two states, the Fourier transform at a given intermediate $\omega$ increases with a factor $\sqrt{n}$, because the different waves have differently distributed $\omega$ values and random phases.

On the contrary, the radiated field $\tilde{E}(\langle\omega\rangle)$, calculated in correspondence of the average value $\langle\omega\rangle$ of each passage, increases as $n$, because $\langle\omega\rangle$ changes very little between a passage and another passage. The ratio $\tilde{E}(\langle\omega\rangle) / \tilde{E}(\omega)$ is roughly $\sqrt{10^{4}}=10^{2}$ in the considered example. In practice, $\tilde{E}(\langle\omega\rangle)$ is the only one observed, the others $\tilde{E}(\omega)$ being included in the background noise. Obviously, there is a Gaussian spread about $\langle\omega\rangle$, since the average value of each passage is slighly different from the others. But, if we consider $\mathcal{N}$ atoms that radiate, the Fourier transform $\tilde{E}_{\text {tot }}(\omega)$ of all the radiated fields has a still sharper line around

$$
\begin{equation*}
\langle\omega\rangle_{\mathrm{tot}}=\frac{1}{\mathcal{N} n} \sum_{s=1}^{\mathcal{N}} \sum_{i=1}^{n} \omega_{i s} \tag{35}
\end{equation*}
$$

because it corresponds to $\mathcal{N} n$ passages.
By SEDS (SED with spin) it was possible to derive the Schroedinger equation for a single particle [16] and for many distinguishable particles [17], and the two papers have been positively commented in "News and Views" by the then director of Nature [18]. Then, a more elaborated derivation of the Schroedinger equation has been given


FIG. 6: The diffraction of electrons passing two slits is due to the ZPF modified by the conducting wall up to the plasma frequency of the metal.
[19], where additional, nonlinear terms have been added. The effect of the additional terms was shown to be a correction of $\sim 1 \%$ to the Lamb shift [20].

Finally, we explain the diffraction of electrons passing two slits. The ZPF is modified by the conducting wall up to the plasma frequency of the metal (see Fig. 6). The Maxwell equations with $\mathbf{E}=\mathbf{0}$ on the walls and $\mathbf{E} \neq \mathbf{0}$ in correspondence of the slits give a spatial Fourier transform for the ZPF amplitude proportional to $\left(k_{y} b\right)^{-1} \sin \left(k_{y} b\right)$. The corresponding spatial distribution of the energy modes allowed by the slit is proportional to $\left(k_{y} b\right)^{-2} \sin ^{2}\left(k_{y} b\right)$, with intensity maxima for

$$
\begin{equation*}
k_{y}=0 \text { and } k_{y} b=\pi(n+1 / 2), \text { with } n=1,2,3, \ldots \tag{36}
\end{equation*}
$$

These are just the intensity maxima for a plane wave of either e.m. radiation or of a large beam of electrons, ac-
cording to QM. But why does an electron passing through the slit feels only these standing waves of the ZPF far from the slit walls?

The reason is that an electron approaching the walls has a precession of $\hat{\mathbf{n}}$ because of the charges induced on the edges of the slit which it is going to traverse [14]. Then the small range of frequency of the ZPF around the precession frequency $\omega_{n}$ of the electron spin gives a transversal impulse to the electron, expressed by

$$
\begin{equation*}
m\left\langle v_{\perp}^{2}\right\rangle^{1 / 2}=\frac{\hbar \omega_{n}}{2 c} \tag{37}
\end{equation*}
$$

If $v$ is the speed of the electron, the consequent deviation is

$$
\begin{equation*}
\sin \vartheta=\frac{\left\langle v_{\perp}^{2}\right\rangle^{1 / 2}}{v}=\frac{\hbar \omega_{n}}{2 m v c} \tag{38}
\end{equation*}
$$

Now, $\omega_{n}$ depends on the distance $r$ from the nearest edge and is therefore distributed from zero (for an electron passing through the middle of the slit) to a maximum large value when $r$ is an atomic distance. Consequently, the intensity maxima are practically those of the ZPF, with the boundary constituted by the wall with the slit.

With the use of Eqs. (36) and (38), the intensity maxima are in correspondence of $[14,21]$

$$
\begin{equation*}
\sin \vartheta_{M}=0 \text { and } \sin \vartheta_{M}=\frac{\hbar \pi(n+1 / 2)}{2 b m v} \tag{39}
\end{equation*}
$$

with $n=1,2,3, \ldots$.
Notice that our explanation holds even though the electron beam is focused on a single slit. On the contrary, in QM the interference term with the other slit should disappear $[14,21,22]$. A relevant experiment could therefore discriminate between QM and SEDS. That has been widely discussed in Ref. [22], where another possibility of discrimination is examined. It consists in performing the Young experiment with an isolating wall (where the two slits are obtained). In that case, even wit an electron beam transversally large so as to include the two slits, there should be, according to SEDS, some modifications in the intensities of the peaks after the central one. In fact, the frequency part of the ZPF is not completely cancelled inside the wall (as it is if the wall was made of a conductor). But QM, not being based on the ZPF, makes no difference between either a conducting or an insulating wall.
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# WHAT IS THE PHENOMENON THAT KEEPS AN IFINITE MEMORY FOR THE FLUCTUACTIONS IN THE CONDUCTION CURRENT 

Leonardo Bosi*<br>Politecnico di Milano (Polo Regionale di Lecco), CNR/INFM and Dipartimento di Fisica, piazza L. da Vinci 32, 20133 Milano, Italy<br>Giancarlo Cavalleri, ${ }^{\dagger}$ Francesco Barbero, and Ernesto Tonni<br>Dipartimento di Matematica e Fisica, Universit`a Cattolica del Sacro Cuore, via Musei 41, 25121<br>Brescia, Italy<br>Gianfranco Spavieri ${ }^{\ddagger}$<br>Centro de Física Fundamental, Facultad de Ciencias, Universidad de Los Andes, Mérida, 5101 Venezuela<br>If the electroracceleration $a_{\mathrm{ZPF}}$ due to the nonrenormalizedro-pofine $(\mathbb{Z} \mathrm{PF})$ of stochastic<br>electrodynamics (SED) is introduced in the Fokker-Rlamedion accounting for electron-electron acceleration ( $e-e \mathrm{FP}$ ), there is always a small interval $\delta v$ of speed $v$ starting from $v_{1}$ where the two collision frequencies $\nu_{1}(v)$ and $\nu_{2}(v)$ appearing in the $e-e \mathrm{FP}$ are both proportional to $1 / v$, corresponding to the threshold of runaways. Both diffusion and drift in the $v$ space almost vanish in the small $\delta v$ where $\nu_{2}(v)=B \nu_{1}(v)=B K / v$. The Green's solution $p_{0}\left(v, \tau \mid v_{1}\right)$ [or a pimple on $p_{0}(v, \tau \rightarrow \infty)$ ] is almost crystallized, being $\propto \tau^{-\varepsilon}$ with $0.003 \leq \varepsilon \leq 0.007$. There is therefore a process of reconstruction of a fluctuaction occurring in $\delta v$, and that fluctuaction decays with a power law with such a small exponent that<br>its memory is practically infinite.<br>Keywords: zero-point field, stochastic electrodynamics, Focker-Planck equation, conduction current, electron-electron<br>acceleration.

## I. INTRODUCTION

The decay time of the direction $\hat{\mathbf{v}}=\mathbf{v} / v$ of the electron velocity $\mathbf{v}$ in the conduction current is of the order of the mean free flight, i.e., $t_{d} \simeq 10^{-13} \mathrm{~s}$. The average decay of $v=|\mathbf{v}|$, is given by the preceding result times $2 M / m_{*}$, where $M$ and $m_{*}$ are the atomic mass and the electron effective mass, respectively. For instance, in Si such decay time is $t_{d}(v) \simeq 10^{-8} \mathrm{~s}$. More precisely, let us consider free electrons in a uniform medium and denote $p=p(\mathbf{v}, t+\tau \mid t)$ the transition (or conditional) probability density in time for an electron to have the velocity $\mathbf{v}$ at time $t+\tau$ starting from the initial condition $p=p(\mathbf{v}, t)$ at time $t$. In a steady-state, ergodic stochastic process, the ensemble (or time) average $\langle p(\mathbf{v}, t+\tau \mid t)\rangle=p(\mathbf{v}, \tau)$ no longer depends on $t$. In the presence of an acceleration $\mathbf{a}=e \mathbf{E} / m_{*}$ (where $\mathbf{E}$ is an external electric field, $e$ and $m_{*}$ the charge and the effective mass, respectively, of an electron), $p$ is usually expanded in Legendre polinomials $P_{l}$ truncated after two terms $p(\mathbf{v}, \tau)=p_{0}(v, \tau)+\hat{\mathbf{v}} \cdot \hat{\mathbf{a}} p_{1}(v, \tau)$. Substituting this $p_{1}$ approximation into the Boltzmann equation where electron-electron $(e-e)$ interactions are neglected one obtains [1] the standard Fokker-Planck equation (FP)

$$
\begin{equation*}
\frac{\partial p_{0}}{\partial \tau}=\frac{m_{*}}{M v^{2}} \frac{\partial}{\partial v}\left[v^{3} \bar{p}_{0} \nu(v)\right]+\frac{a^{2}}{3 v^{2}} \frac{\partial}{\partial v}\left[\frac{v^{2}}{\nu(v)} \frac{\partial p_{0}}{\partial v}\right],( \tag{1}
\end{equation*}
$$

[^3]where $\nu(v)$ the electron collision frequency with the lattice, and
\[

$$
\begin{equation*}
\bar{p}_{0}=p_{0}+\frac{k T}{m_{*} v} \frac{\partial p_{0}}{\partial v}, \tag{2}
\end{equation*}
$$

\]

the so called "Davidov approximation" ( $k$ denotes the Boltzmann constant, $T$ the absolute temperature). Once found the isotropic component $p_{0}$, the anisotropic component $p_{1}$ is given by $p_{1}=-[a / \nu(v)] \partial p_{0} / \partial v$, and all the transport quantities (like drift velocity, diffusion, relaxation, etc.) can be calculated. Some authors, and more extensively Stenflo [1], solved Eq. (1) when $T=0$ and

$$
\begin{equation*}
\nu(v)=K v^{n}, \tag{3}
\end{equation*}
$$

so that Eq. (1) becomes

$$
\begin{equation*}
\frac{\partial p_{0}}{\partial \tau}=\frac{m_{*}}{M v^{2}} \frac{\partial}{\partial v}\left(K v^{3+n} p_{0}\right)+\frac{a^{2}}{3 v^{2}} \frac{\partial}{\partial v}\left(\frac{v^{2-n}}{K} \frac{\partial p_{0}}{\partial v}\right) . \tag{4}
\end{equation*}
$$

Transition probability density solutions for Eq. (4) can then be derived from Stenflo's results [1]. Such timedependent Green's solution $p\left(v, \tau \mid v_{0}\right)$ means that if, at the initial time, all the electron speeds have the value $v_{0}$, the delta function drifts from $v_{0}$ towards the equilibrium most probable value, at the same time diffusing in the speed space, until it becomes the steady-state distribution $p_{0}(v)=p_{0}(v, \tau \rightarrow \infty)$, which is independent of $v_{0}$. The same behavior is common to a "pimple", due to a noise fluctuaction on $p_{0}(v)$. For $n>-1$, the difference $F(v, \tau)=p_{0}\left(v, \tau \mid v_{0}\right)-p_{0}(v)$ turns out to be expressed by a series $\sum_{i} f_{i} \exp \left(-\tau / \tau_{i}\right)$. If we retain only the first term, which is the most important because it has the longest decay, we may write $F(\tau) \propto \exp \left[-\tau / \tau_{0}(n)\right]$, meaning that


FIG. 1: $F(\tau)=p_{0}\left(v, \tau \mid v_{0}\right)-p_{0}(v)$ vs $\tau$ when the collision frequency is of the kind $\nu_{2}=K v^{n}$ and for different $n$ values. $p_{0}\left(v, \tau \mid v_{0}\right)$ denotes the transition (or conditional) probability density to have a normalized distribution function $p_{0}(v, \tau)$ in $v$ at time $\tau$ for electrons started at $\tau=0$ with a delta distribution centred at $v_{0}$. Moreover, $p_{0}(v)=p_{0}\left(v, \infty \mid v_{0}\right)$.
the relaxation due to both drift and diffusion is characterized by a single time constant $\tau_{0}(n)$, whose value increases with the decrease of $n$, as shown in Fig. 1. For $n \leq-1$ there is a drastic change in the relaxation that becomes characterized by a power law. The diffusion in the speed space vanishes, and only a drift towards higher speeds remains, so that $p_{0}\left(v, \tau \rightarrow \infty \mid v_{0}\right)=p_{0}(v) \rightarrow 0$, and $F(v, \tau)=p_{0}\left(v, \tau \mid v_{0}\right)$. The free electrons tend to become collisionless and to acquire increasingly higher speeds: they are in runaway conditions. For $n \leq-2$, for long times, it is $F(\tau) \propto \tau^{n+1}$. For $n=-1$, condition at the threshold of runaways, it is [1]

$$
\begin{equation*}
p_{0}(\tau) \propto \tau^{-\varepsilon} \quad \text { with } \quad \varepsilon=3\left(1-\frac{m_{*}}{M} \frac{K^{2}}{a^{2}}\right) \tag{5}
\end{equation*}
$$

where $K$ is defined by Eq. (3). The $\varepsilon$ expression is paradoxical because it starts from 3 for $a^{2} \rightarrow+\infty$, vanishes for $a^{2}=K^{2} m_{*} / M$, then becomes negative for smaller $a^{2}$ values, tending to $-\infty$ for $a^{2} \rightarrow 0$.

The paradox is solved in Sec. II by the introduction of the zero-point field (ZPF) of stochastic electrodynamics (SED). Such ZPF is equal to the one of quantum electrodynamics (QED), although it is nonrenormalized, i.e., considered as real, ubiquitous, and solving the stability of the atoms. Here we show that even the Fermi energy can be derived in a classical way from the ZPF, i.e., in an alternative way with respect to quantum mechanics (QM).

In Sec. III we exploit the reduction of the nonlinear Boltzmann equation with electron-electron interactions to a Fokker-Planck equation ( $e-e \mathrm{FP}$ ), found in two previous works $[2,3]$. Introducing the ZPF in the $e-e$ FP, the two collision frequencies appearing in it turn out to be both proportional to $1 / v$, i.e.

$$
\begin{equation*}
\nu_{2}(v)=B \nu_{1}(v)=B K / v \tag{6}
\end{equation*}
$$

(where $B$ and $K$ are constants) in a small $v$ interval $\delta v$ starting from a value $v_{1}$ dependent on the electron number density $N$. Equation (6) corresponds to the threshold of runaways, at which the diffusion in the $v$ space almost vanishes and becomes ballistic in the configuration space. The drift in the $v$ space does not vanish generally, but with $a_{\mathrm{ZPF}}^{2}$ in the $e-e \mathrm{FP}$, also the drift in the $v$ space almost vanishes (only in the $\delta v$ starting from $v_{1}$ ). Then the Green's solution, or a pimple in $p_{0}(v, \tau \rightarrow \infty)$, becomes almost crystallized so that $p_{0}\left(v_{0}, \tau\right) \propto \tau^{-\varepsilon}$ with a very small $\varepsilon$ value $(0.003 \leq \varepsilon \leq 0.007)$.

We conclude in Sec. IV, showing an application of the above mechanism of reconstruction of a fluctuaction on $p_{0}(v, \tau \rightarrow \infty)$.

## II. SOLUTION OF THE PARADOX AND ALTERNATIVE DERIVATION OF THE FERMI ENERGY BY THE ZPF OF SED

The paradoxical expression of Eq. (5), where $\varepsilon$ can become negative and diverge for $a^{2} \rightarrow 0$, is in a certain sense similar to the problem relevant to the stability of the atoms. Being confined, the motion of an electron around a nucleus is accelerated, and it has therefore to radiate e.m. power. The problem has not qualitatively been solved by the (postulated) Schroedinger equation, but by the introduction of the spin motion according to the solution of the Dirac equation, i.e., as a motion with the speed of light of an almost point-like particle along a circular orbit having the Compton radius [4]. This motion can realistically be justified as due to self-reaction, and eliminating special relativity (SR) at the subparticle level in order to have finite values for both the mass and the radiation [5]. Then SR can be derived because one usually considers, as the particle velocity, the one of the ideal centre around which the electron revolves, and not the real one at the speed of light [6]. Furthermore, the radiation due to the spin "gyration" (or revolution) of all the particles of the universe, progressively red-shifted because of the universe expansion, turn out to have a power-spectral density proportional to the cube of $\omega=2 \pi f$, where $f$ is the frequency $[6,7]$

$$
\begin{equation*}
S_{\mathrm{ZPF}}(\omega)=\sum_{i} \frac{N_{i}}{H} P_{\mathrm{rad} i} \frac{\omega^{3}}{\omega_{s i}^{4}}=\frac{\hbar \omega^{3}}{2 \pi^{2} c^{3}}=\frac{2 h f^{3}}{c^{3}} \tag{7}
\end{equation*}
$$

the second side being written in terms of the Hubble constant $H$, the average number density $N_{i}$ in the universe of the $i$-th spinning particle having spin pulsation $\omega_{s i}$ and radiated power $P_{\mathrm{rad} i}$, while the third and fourth sides are written in the usual terms of the Planck constant $h$ and the speed of light $c$. The spectrum (7) is equal to the ZPF of QED, although it is renormalized in QED, mainly because it is divergent for $\omega \rightarrow \infty$. However, the ZPF cannot be renormalized in presence of gravity (i.e., in a Riemannian space), and this is a big trouble for QED. On the contrary, it has always taken in a real
sense, hence nonrenormalized, in SED where some upper cut-off has been artificially introduced. To a better reason, in the present approach, we can denote as SED with spin, there is the natural cut-off expressed by the maximum spin frequency $\omega_{s i M}$ (i.e., the one radiated by the particle having the smallest Compton radius $R_{\text {sim }}$ because $\left.\omega_{s i M}=c / R_{\text {sim }}\right)$.

Having a real, ubiquitous ZPF, the stability of the atom is immediately explained because any charged oscillator, as an electron revolving around a nucleus, absorbs power from a stochastic e.m. field so that an electron radiates what it absorbs on an average. Assuming for simplicity a circular orbit with radius $r$ and denoting $e$ and $v$ the electron charge and speed, respectively, it is, with the use of Eq. (7)

$$
\begin{equation*}
P_{\mathrm{abs}}=n \frac{2}{3} \frac{e^{2}}{m} \pi^{2} S_{\mathrm{ZPF}}(f)=\frac{8 \pi^{2}}{3} \frac{e^{2}}{m} \frac{h}{c^{3}}\left(\frac{v}{2 \pi r}\right)^{3} \tag{8}
\end{equation*}
$$

where $m$ denotes the electron mass, and $n=2$ is the number of harmonic oscillators necessary to reproduce a circular motion. The radiated power, in absence of SR, is given by the Larmor expression

$$
\begin{equation*}
P_{\mathrm{rad}}=\frac{2}{3} \frac{e^{2}}{c^{3}}\left(\frac{v^{2}}{r}\right)^{2} \tag{9}
\end{equation*}
$$

Equating Eq. (8) to Eq. (9) we obtain $m v r=h /(2 \pi)$, which is the Bohr condition for hydrogen's fundamental state.

Now the sizes of the atoms and the periods of revolution around the nuclei can be derived from the Bohr condition that, in turn, depends on $S_{\text {ZPF }}(f)$. If an atom is at rest in a frame $F$, and another atom in $F^{\prime}$, each observer measures the same size and the same period of revolution for its atom at rest if $S_{\mathrm{ZPF}}=S_{\mathrm{ZPF}}^{\prime}$. Now, Boyer [8] has shown that $S_{\mathrm{ZPF}}=S_{\mathrm{ZPF}}^{\prime}$ if the coordinates in frame $F$ are related to those in frame $F^{\prime}$ via Lorentz transformations. In other words, the $S_{\mathrm{ZPF}}(f)$ expressed by Eq. (7) is Lorentz invariant (and it is the only one spectrum having that property). Consequently, also atomic lengths and frequencies (that depend on $S_{\mathrm{ZPF}}$ ) in frames $F$ and $F^{\prime}$ are related by Lorentz transformations.

We have therefore found SR that could also be inferred by the gyrating electron (producing the improperly called spin). Indeed, let us consider an electron whose centre of revolution $O$ is at rest in frame $F^{\prime}$ having therefore a gyration period $P^{\prime}$ (for $F^{\prime}$ ) given by $P^{\prime}=2 \pi R_{s} / c$. For the frame $F$, the centre $O$ moves with $\mathbf{v}$ perpendicular to the plane $\alpha$ of gyration. Since for $F$ the electron moves with $c$ along a helix, the period $P$ to traverse a pitch is longer. Precisely, the component $c_{\perp}$ on $\alpha$ of its velocity is $c_{\perp}=\sqrt{c^{2}-v^{2}}$, so that the period for $F$ is

$$
\begin{equation*}
P=\frac{2 \pi R_{s}}{c_{\perp}}=\frac{2 \pi R_{s}}{c\left(1-v^{2} / c^{2}\right)^{1 / 2}}=\gamma P^{\prime} \tag{10}
\end{equation*}
$$

just as given by SR, here derived from Galilean kinematics by the Pythagorean theorem. We clearly see that SR
has to be applied to the centre $O$ of the electron gyration (and not to the real motion at the speed $c$ ).

The spin (or better "gyration") motion of the electron at the speed of light allows not only the derivation of SR , of the ZPF spectrum (7), and the Bohr condition, but also the derivation of the Schroedinger equation for a single particle [9], and for many indistinguishable particles [10], as acknowledged by the director of Nature in "News and view" [11]. With the same method, even a generalization of the Schroedinger equation has been obtained [12], whose corrective terms turn out to be $\simeq 1 \%$ of the Lamb shift [13]. Many other results of QM has been obtained by pure SED (i.e., without spin) by Boyer [14] (and references therein). Two novelties beyond QM are the origin of the high-energy tail of the cosmic rays spectrum $[15,16]$, and the explanation of some anomalies related to the neutrino mass [7].

We show here that even the Fermi energy $U_{F}$ can be obtained without using the Fermi-Dirac statistics. Using the above derived Bohr condition put in the better form $m\left\langle v^{2}\right\rangle^{1 / 2}\left\langle r^{2}\right\rangle^{1 / 2}=\hbar$ we obtain

$$
\begin{equation*}
U_{F}=\frac{m}{2}\left\langle v_{0}^{2}\right\rangle=\frac{\hbar^{2}}{2 m\left\langle r^{2}\right\rangle} \tag{11}
\end{equation*}
$$

where $\left\langle r^{2}\right\rangle^{1 / 2}$ is the equivalent amplitude of an oscillation corresponding to a single collision (or scattering). In fact, the ZPF at high frequencies is very intense, but without collisions the speed increase acquired in a half oscillation is lost in the subsequent half collision. On the contrary, let us consider a ZPF wave train, with frequency $f$, which impinges on an electron having speed $\left\langle v_{0}^{2}\right\rangle^{1 / 2}$ at a distance $\left\langle r_{0}^{2}\right\rangle^{1 / 2}$ from the collision point. If $\left(\left\langle v_{0}^{2}\right\rangle /\left\langle r_{0}^{2}\right\rangle\right)^{1 / 2} \simeq f$ and the scattering angle $\theta$ is $5 \pi / 6<\theta<\pi$, the electron receives a strong impulse that keeps it close to the Fermi energy. For two free electrons with mutually opposite spins, one close to an atom, and the other close to another, adjacent atom, it is roughly

$$
\begin{equation*}
\left\langle r^{2}\right\rangle^{1 / 2} \simeq \frac{1}{4 N^{1 / 3}} \tag{12}
\end{equation*}
$$

where $N$ denotes the atom number density.
Substituting Eq. (12) into Eq. (11), we obtain

$$
\begin{equation*}
U_{F}=\frac{\hbar^{2}}{2 m}(64 N)^{2 / 3} \tag{13}
\end{equation*}
$$

which has the same dependence on $\hbar, m, N$ as the exact $U_{F}^{\text {ex }}$, whose coefficient inside the round bracket is $6 \pi^{2}$, close to our 64 . The corresponding acceleration is

$$
\begin{equation*}
\left\langle a_{\mathrm{ZPF}}^{2}\right\rangle_{t}=\frac{\left\langle v_{0}^{2}\right\rangle_{t}^{2}}{\left\langle r^{2}\right\rangle}=\left(\frac{64 \hbar N}{m_{*}^{2}}\right)^{2} \tag{14}
\end{equation*}
$$

which, once substituted for $a^{2}$ into Eq. (5), yields $M a_{\mathrm{ZPF}}^{2} \gg m_{*} K^{2}$, so that $\varepsilon \simeq 3$. Not only the paradox is eliminated, but also the use of Eq. (14) in the FP accounting for $e-e$ interactions leads to a new $\varepsilon \simeq 0.005$, thus implying an extremely slow decay of $p_{0}(v, \tau)$.

## III. FOKKER-PLANCK EQUATION WITH ELECTRON-ELECTRON INTERACTIONS ( $e-e$ FP) AND ITS SOLUTIONS WITH $a^{2} \simeq a_{\text {ZPF }}^{2}$

In a previous paper [2], the nonlinear Boltzmann equation with electron-electron interactions has been reduced to a Fokker-Planck equation $(e-e \mathrm{FP})$. The used method was partially analytical and partially numerical and the necessary use of modern computers explains why hundred years have been required for such an achievement. The important fact is that the result (the Fokker-Planck equation) is expressed in a compact analytical form.

In a subsequent paper [3], the method has been applied to doped silicon and somewhat improved by exploiting axial symmetry and using quantum physics for the calculations of cross-sections (hence collision frequencies).

The resulting $e-e \mathrm{FP}$ is given by Eq. (54) of Ref. 3 that we report here in a convenient version,

$$
\begin{align*}
\frac{\partial p_{0}}{\partial t}= & \frac{1}{v^{2}} \frac{\partial}{\partial v}\left\{v^{3}\left[p_{0}(v, t)+\frac{k T}{m_{*} v} \frac{\partial p_{0}}{\partial v}\right] \nu_{1}(v)\right\} \\
& +\frac{a^{2}}{3 v^{2}} \frac{\partial}{\partial v}\left[\frac{v^{2}}{\nu_{2}(v)} \frac{\partial p_{0}}{\partial v}\right] \tag{15}
\end{align*}
$$

where $\nu_{1}(v)$ is an equivalent collision frequency derivable from Eq. (54) of Ref. 3 and given by

$$
\begin{equation*}
\nu_{1}(v)=\frac{1}{3} A_{0}(v)+\frac{m_{*}}{M} \nu_{m}(v), \tag{16}
\end{equation*}
$$

$\nu_{m}$ denoting the electron collision frequency for momentum transfer with ions and semiconductor lattice via acoustic and optical phonons (see Appendix A of Ref. 3 ), and $A_{0}(v)$ is expressed by Eq. (37) of Ref. 3.

Similarly, we derive from Eq. (54) of Ref. 3

$$
\begin{equation*}
\nu_{2}(v)=\left\langle\nu_{m e}\right\rangle(v)+\nu_{m}(v), \tag{17}
\end{equation*}
$$

where $\left\langle\nu_{m e}\right\rangle(v)$ is the average value of the electronelectron collision frequency for momentum transfer, given by Eq. (39) of Ref. 3.

In steady-state conditions, i.e., for $\partial p_{0}(v, t) / \partial t=0$, the solution of Eq. (15) is given by Eq. (58) of Ref. 3, which is a kind of Chapman-Cowling-Davydov expression

$$
\begin{equation*}
p_{0}(v)=\exp \int_{0}^{v}-\frac{m_{*} v d v}{k T+m_{*} a^{2}\left(3 \nu_{1} \nu_{2}\right)^{-1}} . \tag{18}
\end{equation*}
$$

The effect of the acceleration a is to produce an equivalent temperature $T_{e q}$, or $\left\langle m_{*} v^{2} / 2\right\rangle=3 k T_{e q} / 2$. Since the square $a^{2}$ appears in both Eqs. (15) and (18), the effect of a high frequency oscillating field $\mathbf{E}$ is equivalent to a D.C. field provided we substitute $\left\langle a^{2}\right\rangle$, averaged over a period, for $a^{2}$ in Eqs. (15) and (18).

According to Sec. II we now write $\mathbf{a}=\mathbf{a}_{\text {D.C. }}+\mathbf{a}_{\mathrm{ZPF}}$ with $\left\langle\mathbf{a}_{\mathrm{ZPF}}\right\rangle_{t}=0$, so that $\left\langle a^{2}\right\rangle_{t}=\mathbf{a}_{\mathrm{D} . \mathrm{C} .}^{2}+\left\langle\mathbf{a}_{\mathrm{ZPF}}^{2}\right\rangle_{t} \simeq$ $\left\langle a_{\mathrm{ZPF}}^{2}\right\rangle_{t}$ because the second term is much larger than the first (due to a D.C. field). With the value given by Eq. (14), the steady-state probability density (6) becomes similar to the Fermi-Dirac's, and there is always

| $N$ | $a$ <br> $\mathrm{~ms}^{-2}$ | $10^{-5} v_{1}$ <br> $\mathrm{~ms}^{-1}$ | $10^{-3} \delta v$ <br> $\mathrm{~ms}^{-1}$ | $p_{0}\left(v_{1}\right)$ | $10^{3} \varepsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{20}$ | $6.3 \times 10^{18}$ | 4.23 | 1.01 | 0.55 | 7 |
| $10^{21}$ | $1.2 \times 10^{20}$ | 4.25 | 1.02 | 0.54 | 6 |
| $10^{22}$ | $2.9 \times 10^{21}$ | 4.32 | 1.03 | 0.53 | 6 |
| $10^{23}$ | $8.13 \times 10^{22}$ | 4.38 | 1.04 | 0.52 | 6 |
| $10^{24}$ | $1.8 \times 10^{24}$ | 4.39 | 1.05 | 0.49 | 5 |
| $10^{25}$ | $1.85 \times 10^{25}$ | 4.40 | 1.04 | 0.47 | 4 |
| $10^{26}$ | $1.2 \times 10^{26}$ | 4.40 | 1.03 | 0.45 | 3 |

TABLE I: Values of the fundamental parameters vs the concentration $N$ of free electrons. The electron acceleration $a$ is mainly due to the ZPF, i.e., $a \simeq a_{\mathrm{ZPF}}$. A fundamental result is the exponent $\varepsilon$ of the decay time in Eq. (23).
(i.e., for any $N$ value) a small interval $\delta v$ (starting from a speed $v_{1}$ ) such that

$$
\begin{equation*}
\nu_{2}(v)=B \nu_{1}(v)=B K / v, \tag{19}
\end{equation*}
$$

where $B$ is a constant. In the effective $\delta v$ interval [where Eq. (19) holds] the $e-e$ FP for $T=0$ reduces to

$$
\begin{equation*}
\frac{\partial p_{0}}{\partial t}=\frac{1}{v^{2}} \frac{\partial}{\partial v}\left(K v^{2} p_{0}\right)+\frac{a^{2}}{3 v^{2}} \frac{\partial}{\partial v}\left(\frac{v^{3}}{B K} \frac{\partial p_{0}}{\partial v}\right) \tag{20}
\end{equation*}
$$

which is similar to the standard FP, Eq. (4) with $n=-1$.
The solution of this partial differential equation has been given by Stenflo [1] and reads

$$
\begin{align*}
p_{0}\left(v, \tau_{r}\right)= & \frac{v^{\alpha}}{\tau_{r}} \exp \left(-\frac{v}{\tau_{r}}\right) \int_{0}^{\infty} d u p_{0}(u, 0) u^{-\alpha} \\
& \times \exp \left(-\frac{u}{\tau_{r}}\right) I_{2 \alpha+4}\left(\frac{2 \sqrt{v u}}{\tau_{r}}\right), \tag{21}
\end{align*}
$$

where $I_{p}$ is the modified Bessel function of the first kind, and, with our notations and constants

$$
\begin{equation*}
\alpha=-1-\frac{3 B K^{2}}{2 a^{2}} ; \quad \tau_{r}=\tau a^{2} / 3 K \tag{22}
\end{equation*}
$$

For large $v$ and $\tau$ values, Eq. (21) reduces to

$$
\begin{equation*}
p_{0}(v, \tau)=\frac{A v^{-3 B K^{2} / a^{2}}}{\Gamma(\varepsilon) \tau^{\varepsilon}} \int_{0}^{\infty} d u u^{2} p_{0}(u, 0) \tag{23}
\end{equation*}
$$

where $\Gamma$ is Euler's gamma function, $A$ a constant, and

$$
\begin{equation*}
\varepsilon=3\left(1-B K^{2} / a^{2}\right) \tag{24}
\end{equation*}
$$

The $\varepsilon$ values can in general be either positive, nil, or negative, tending to $-\infty$ for $a^{2} \rightarrow 0$. However, and this is the most important consequence of not having neglected the ZPF, with $a^{2} \simeq a_{\text {ZPF }}^{2}$ it is $0.003 \leq \varepsilon \leq 0.007$, as shown in Table I. The time decay almost vanishes for large $v$ and $\tau_{r}$ values. On the other hand, the transition from the initial time decay expressed by Eq. (21) is always very slow so that the boundary conditions in the speed space have a very little influence. This fact is
very important because Stenflo solved Eq. (20) considering Eq. (9) as valid in all the interval $0 \leq v \leq \infty$, while in our case it is satisfied in $\delta v$ only and the boundary conditions in $v$ space are different. Nevertheless, for very small $\varepsilon$ values $p_{0}(v, \tau)$ depends on $\tau$ so weakly in $\delta v$ that we have a crystallization of a fluctuation and we can have any boundary conditions because there is practically no time evolution.

In order to turn Eq. (23) into a transition probability $p_{0}\left(v, \tau \mid v_{0}\right)$ the initial probability density $p_{0}(u, 0)$ appearing in Eq. (23) has to be concentrated at a single $v_{0}$ value. Moreover, in order to be normalized $1=$ $\int_{0}^{\infty} d u 4 \pi u^{2} p_{0}(u, 0)$ it must take the expression

$$
\begin{equation*}
p_{0}(u, 0)=\left(4 \pi v_{0}^{2}\right)^{-1} \delta\left(u-v_{0}\right), \tag{25}
\end{equation*}
$$

where $\delta$ denotes the Dirac's delta function. Substituting Eq. (25) into Eq. (23), and using Eq. (22) with $\tau$ for $\tau_{r}$, we obtain

$$
\begin{equation*}
p_{0}\left(v, \tau \mid v_{0}\right)=\frac{A v^{\varepsilon-3}\left(3 K / a^{2}\right)^{\varepsilon}}{4 \pi \Gamma(\varepsilon) \tau^{\varepsilon}}, \tag{26}
\end{equation*}
$$

which is independent of $v_{0}$. As said, Eq. (23), hence Eq. (26), is valid for sufficiently large $v$ and $\tau$, i.e., for $v>\left\langle v^{2}\right\rangle^{1 / 2}$ and $\tau \gg t_{f}$, where $t_{f} \simeq \nu_{2}^{-1}(v)$ is a free flight time. Looking at Fig. 2, we see that $v_{1} \simeq 2.02\left\langle v^{2}\right\rangle^{1 / 2}=$ $4.32 \times 10^{5} \mathrm{~ms}^{-1}$ is larger than twice the square root of the mean square value. Moreover, the relaxation time $\tau_{m}$ of the high energy tail just in correspondence of $v_{1}$ turns out to be dominated by triple collisions and is of the order [17]

$$
\begin{equation*}
\tau_{m} \simeq 8.6 \times 10^{-5} \mathrm{~s}, \tag{27}
\end{equation*}
$$

much greater than the average time of free flight $t_{f} \simeq$ $\nu_{2}^{-1}(v) \simeq 8.6 \times 10^{-17} \mathrm{~s}$. The two conditions $\left.v\right\rangle\left\langle v^{2}\right\rangle^{1 / 2}$ and $\tau \gg t_{f}$ are therefore well satisfied. In runaway conditions there is a process that turns the exponential decay into a power law, but $\tau_{m}$ remains the time of the transmission of information, and also the time necessary for the relaxation of Eq. (21) to Eq. (23).

Having found that Eq. (26) is valid for $\tau \geq \tau_{m} \gg t_{f}$, and that Eq. (21) is "crystallized" for $0<\tau<\tau_{m}$, we may take $\tau_{m}$ as the initial, starting time for $\tau$, and extend Eq. (26) to $\tau \rightarrow 0$, provided we use $\tau_{m}+\tau$ for $\tau$, thus obtaining

$$
\begin{equation*}
p_{0}\left(v, \tau \mid v_{0}\right)=\frac{A v^{\varepsilon-3}\left(3 K / a^{2}\right)^{\varepsilon}}{4 \pi \Gamma(\varepsilon)\left(\tau_{m}+\tau\right)^{\varepsilon}} . \tag{28}
\end{equation*}
$$

We can find the constant $A$, appearing in Eq. (28), by equating $p_{0}\left(v, 0 \mid v_{0}\right)$ to the equilibrium value $p_{0}(v)$ [given by Eq. (18)] with $v=v_{1}$ which is the beginning of the $v$ interval $\delta v$ where Eq. (9) holds. We obtain

$$
\begin{equation*}
p_{0}\left(v=v_{1}, 0 \mid v_{0}\right)=p_{0}\left(v_{1}\right)=\frac{A\left(3 K v_{1} / a^{2}\right)^{\varepsilon}}{4 \pi v_{1}^{3} \Gamma(\varepsilon) \tau_{m}^{\varepsilon}} . \tag{29}
\end{equation*}
$$



FIG. 2: Plot of the functions $\nu_{1}\left(v_{r}\right) v_{r}$ and $\nu_{2}\left(v_{r}\right) v_{r}$ (in $10^{14} \mathrm{~s}^{-1}$ ) vs $v_{r}$, defined as $v_{r}=v\left\langle v^{2}\right\rangle^{-1 / 2}$. In the interval $2.0215<v_{r}<2.0263$, the two functions are constant, so that the collision frequencies $\nu_{1}(v)$ and $\nu_{2}(v)$ go as $1 / v$ satisfying Eq. (19).

Finally, deriving $A$ from Eq. (29) and substituting it into Eq. (28), we obtain

$$
\begin{equation*}
p_{0}\left(v, \tau \mid v_{0}\right)=p_{0}\left(v_{1}\right) \frac{\left(v_{1} / v\right)^{3-\varepsilon} \tau_{m}^{\varepsilon}}{\left(\tau+\tau_{m}\right)^{\varepsilon}} \tag{30}
\end{equation*}
$$

which is the desired conditional probability density (or Green function), showing the very slow time decay because $\varepsilon$, as appears from Table I, is very small.

## IV. CONCLUSIONS

The final result (30) shows that there is a small $v$ interval $\delta v$ where the conditional (or transition) probability $p_{0}\left(v, \tau \mid v_{0}\right)$ remains almost crystallized. In our calculations, performed for silicon, both $\delta v$, and its initial point $v_{1}$, are given in Table I for different values of the number density $N$. The result (30) is always valid because it is practically due to electron-electron $(e-e)$ interaction, so that it is independent of the lattice scattering, i.e., of the different materials. Moreover, the existence of a $\delta v$ where the two collision frequencies are both proportional to $v^{-1}$ (condition at the threshold of runaways) is due to the zero-point field (ZPF) that is universal and ubiquitous. This new phenomenon balances both the drift and the diffusion of $p_{0}\left(v, \tau \mid v_{0}\right)$ in the velocity space. The point is: does this new result, interesting in itself, lead to some observable consequence? The answer is positive, as shown in the companion paper, but not for drift and diffusion in the configuration space, because the fraction of electrons in $\delta v$ is $\simeq 10^{-3}$. Its observation is possible only for the generalized diffusion coefficients [18] and for the noise power spectral density. In fact, in the companion paper, it is shown that the result (30) leads straightforwardly to the pure (or real, or exact) $1 / f$ noise, i.e., to
the one obtainable after subtracting the usually larger effect due to the material defects. In semiconductors, the residual, or pure, $1 / f$ noise is equal to the one measured
in the purest and quietest semiconductors. A new, never noticed $N$ dependence is predicted, in excellent agreement with the experimental results.
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# ANY IMPORTANT CONSEQUENCIES OF THE CLASSICALL AND GENERALIZED LINEAR TRANSFORMATIONS BETWEEN INERTIAL SYSTEMS 

H. L. Szöcs<br>University College D.Berzsenyi, Hungary<br>SZOCS.HUBA@FREEMAIL.HU<br>MBEATA@,bdf.hu

From 2 axioms (also the existence of one limit velocity and the commutativity of low of sum of velocities) we deduce the generalized linear transformations (which for any constrains contain the Lorentz-Einstein and so the Galilei-Newton transformations) without using the relativity principle of Einstein .

Consequence I.The contraction of bars as well shortening of distances and the dilation of durations are subject of many discussions; so, in conformity to the oppinion of any authors the cause of contraction of lenghts can be any internal, also molecular forces inside of bodies and others. But, our question is: what do have these two problems, also the special relativity theory with the internal forces?

In the followings we prove and explain that this phenomenon is only an appearance as well relative and not one real phenomenon, being a conseqency of relative motion of two coordonate systems. And Consequencies II referring to the generalized linear transformations.

Keywords: relativity, inertial systems, coordinate-transformations, LorentzEinstein transformations, Galilei-Newton transformations.

PACS number: 03.30.+p

## I. INTRODUCTION

We consider the linear tranformations, where $\mathrm{a}, \mathrm{b}, \mathrm{p}$, and q are dependently from one parameter [1-9]:

$$
\begin{equation*}
\mathrm{X}=\mathrm{ax}+\mathrm{bt} ; \quad \mathrm{T}=\mathrm{px}+\mathrm{qt} \tag{1}
\end{equation*}
$$

and write these in the differential-form

$$
\begin{equation*}
\mathrm{dX}=\mathrm{adx}+\mathrm{bdt} ; \mathrm{dT}=\mathrm{pdx}+\mathrm{qdt} \tag{2}
\end{equation*}
$$

Making theirs ratio, we obtain:

$$
\mathrm{dX} / \mathrm{dT}=[\mathrm{a}(\mathrm{dx} / \mathrm{dt})+\mathrm{b}] /[\mathrm{p}(\mathrm{dx} / \mathrm{dt})+\mathrm{q}]
$$

And introducing the notations $(\mathrm{dX} / \mathrm{dT})=\mathrm{U}$ and $(\mathrm{dx} / \mathrm{dt})=\mathrm{u}$ (as well the velocities of one point P having coordinates in the S system: $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{T}$ and in the s system: $\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}$ ), we obtain:

$$
\begin{equation*}
\mathrm{U}=[\mathrm{au}+\mathrm{b}] /[\mathrm{pu}+\mathrm{q}]=[(\mathrm{a} / \mathrm{q}) \mathrm{u}+(\mathrm{b} / \mathrm{q})] /[(\mathrm{p} / \mathrm{q}) \mathrm{u}+1] \tag{3}
\end{equation*}
$$

In the case if $u=0$, the ratio (b/q) must be a velocity,too,also we notate (b/q) $=v$ (the velocity of the origine of s system reffering to the $S$ system).Also we obtain from (3):

$$
\begin{equation*}
\mathrm{U}=[(\mathrm{a} / \mathrm{q}) \mathrm{u}+\mathrm{v}] /[(\mathrm{p} / \mathrm{q}) \mathrm{u}+1] \tag{3a}
\end{equation*}
$$

This it is the (most) general low of addition (sum) of velocities $u$ and $v$. But relation (3a) must satisfay to following axioms:

A1: Exists one so called limit-velocity of the system
A2:The low of sum of velocities must commuts.
Also for A1 we introduce the notations $(\mathrm{a} / \mathrm{q})=\mathrm{k}$ and $(\mathrm{p} / \mathrm{b})=1$, where k and l are dependently from parameter $\mathrm{v}: \mathrm{k}=\mathrm{k}(\mathrm{v})$ and $\mathrm{l}=\mathrm{l}(\mathrm{v})$, and after any elementary computations we have:

$$
\begin{equation*}
(\mathrm{p} / \mathrm{q})=(\mathrm{p} / \mathrm{b}) \cdot(\mathrm{b} / \mathrm{q})=(\mathrm{p} / \mathrm{b}) \cdot \mathrm{v} \tag{3a-a}
\end{equation*}
$$

and also

$$
\begin{equation*}
\mathrm{U}=[(\mathrm{a} / \mathrm{q}) \mathrm{u}+\mathrm{v}] /[(\mathrm{p} / \mathrm{b}) \mathrm{u} \cdot \mathrm{v}+1] \tag{3b}
\end{equation*}
$$

From which in conformity to the ( $3 \mathrm{a}-\mathrm{a}$ ) we obtaine:

$$
\begin{equation*}
\mathrm{U}=[\mathrm{ku}+\mathrm{v}] /[1 . \mathrm{u} \cdot \mathrm{v}+1] \tag{3c}
\end{equation*}
$$

After differentiating by v we give:

$$
(d U / d v)=\left[-1^{\prime} u v^{2}+\left(k^{\prime} l-k l^{\prime}\right) u^{2} \cdot v+k^{\prime} u-k l u^{2}+1\right] /[1 . u \cdot v+1]^{2}
$$

but, because $\mathrm{U}=$ constant, it follows that $\mathrm{U}^{\prime}=(\mathrm{dU} / \mathrm{dv})=0$ and so we have

$$
\begin{equation*}
\left[-l^{\prime} u v^{2}+\left(k^{\prime} 1-k l^{\prime}\right) u^{2} . v+k^{\prime} u-k l u^{2}+1\right]=0 \tag{4}
\end{equation*}
$$

and for roots of equation (4) U has one or two extremum. But this is not compatible with the physical realty,as wel it is a paradox.It follows that the expression (3b) must be a monotonicaly function of v . As well we must have $\mathrm{k}^{\prime}=\mathrm{l}^{\prime}=0$.

In this case from (4) it follows

$$
\begin{align*}
& \text { k.l. } u^{2}=1  \tag{5}\\
& (\mathrm{a} / \mathrm{q}) \cdot(\mathrm{p} / \mathrm{b}) \cdot \mathrm{u}^{2}=1 \tag{5a}
\end{align*}
$$

and moreover

$$
\begin{equation*}
\mathrm{u}=((\mathrm{bq}) /(\mathrm{ap}))^{\wedge} 0.5=\mathrm{u} * \tag{6}
\end{equation*}
$$

is the so called limit velocity of the system. It Follows that $\mathrm{U} \leq \mathrm{u} *$ for all $\mathrm{u} \leq \mathrm{u} *$ and also for all $\mathrm{v} \leq \mathrm{u} *$.

## II. OBSERVATION

Very important it is here that the limit velocity $u *$ can be :

$$
\mathrm{u} *>\mathrm{c} \text { or } \mathrm{u} *=\mathrm{c} \text { or } \mathrm{u} *<\mathrm{c},
$$

where c it is the velocity of light in the vacuum.
And we have the first conclusion: the additional low of velocities has NOTHING with the velocity of light, but also only with the limit-velocity of the system u*.
And now applying the A2 axiom (commutativity-axiom) we give:

$$
[(\mathrm{a} / \mathrm{q}) \mathrm{u}+\mathrm{v}] /[(\mathrm{p} / \mathrm{b}) \mathrm{u} \cdot \mathrm{v}+1]=[(\mathrm{a} / \mathrm{q}) \mathrm{v}+\mathrm{u}] /[(\mathrm{p} / \mathrm{b}) \mathrm{v} \cdot \mathrm{u}+1]
$$

from which it follows

$$
(\mathrm{a} / \mathrm{q}) \mathrm{u}+\mathrm{v}=(\mathrm{a} / \mathrm{q}) \mathrm{v}+\mathrm{u}
$$

also $[(\mathrm{a} / \mathrm{q})=1$ and finaly :

$$
\begin{equation*}
\mathrm{a}=\mathrm{q} \tag{7}
\end{equation*}
$$

And,so we have

$$
\begin{equation*}
\mathrm{U}=[\mathrm{u}+\mathrm{v}] /\left[(\mathrm{uv}) / \mathrm{u} *^{2}+1\right] \tag{8}
\end{equation*}
$$

Note: after before we can write (1) in the form:

$$
\begin{equation*}
\left.\mathrm{X}=\mathrm{ax}+\mathrm{bt}=\mathrm{ax}+\mathrm{avt}=\mathrm{a}(\mathrm{x}+\mathrm{vt})=\mathrm{a}[\mathrm{x}+\mathrm{vt}] ; \quad \mathrm{T}=\left[(\mathrm{av}) /\left(\mathrm{u} *^{2}\right)\right]+\mathrm{at}\right]=\mathrm{a}\left[\left(\mathrm{v} / \mathrm{u} *^{2}\right) \mathrm{x}+\mathrm{t}\right] \tag{9}
\end{equation*}
$$

Because of:

$$
(\mathrm{p} / \mathrm{q})=(\mathrm{p} / \mathrm{a})=(\mathrm{p} / \mathrm{b}) \cdot(\mathrm{b} / \mathrm{q})=(\mathrm{p} / \mathrm{b}) \cdot(\mathrm{b} / \mathrm{a})=(\mathrm{p} / \mathrm{b}) \cdot \mathrm{v}=(1 / \mathrm{u} * \wedge 2) \cdot v ; \quad \mathrm{b}=\mathrm{aq}=\mathrm{av} .
$$

In the (9) "a" it is a free parameter. If we want to be $a=\beta *$ where

$$
\left.\beta *=(1) / \sqrt{ }\left[1-(\mathrm{v} / \mathrm{u} *)^{2}\right)\right] .
$$

as well for obtaine the generalised Lorentz-Einstein transformations, "a" must be so that:

$$
\begin{equation*}
\left.a^{2}=1 /\left[1-(\mathrm{v} / \mathrm{u} *)^{2}\right)\right] \tag{10}
\end{equation*}
$$

also:

$$
\mathrm{u} *^{2}=\left(\mathrm{v}^{2}\right) \cdot\left(\mathrm{a}^{2}\right) /\left(\mathrm{a}^{2}-1\right)
$$

(where $\mathrm{a}>1$ ), and we go to:

$$
\mathrm{X}=\beta *(\mathrm{x}+\mathrm{vt}) ; \quad \mathrm{T}=\beta *\left[\left(\mathrm{v} / \mathrm{u} *^{2}\right) \cdot \mathrm{t}+\mathrm{x}\right]
$$

The generalised Lorentz-Einstein transformations.
If a $\rightarrow 1$, also $\mathrm{u} * \rightarrow \infty$ (and NOT c !), we obtain

$$
\begin{equation*}
\mathrm{X}=\mathrm{x}+\mathrm{vt} ; \quad \mathrm{T}=\mathrm{t} \tag{12}
\end{equation*}
$$

Also the common Galilei-Newton transformations.
Note: for (10) we obtain the inverse L-E tranformations if we get:

$$
\mathrm{X} \rightarrow \mathrm{x}, \mathrm{x} \rightarrow \mathrm{X}, \quad \mathrm{~T} \rightarrow \mathrm{t}, \mathrm{t} \rightarrow \mathrm{~T} \text { and } \mathrm{v} \rightarrow-\mathrm{v}
$$

Also:

$$
\begin{equation*}
\mathrm{x}=\mathrm{a}(\mathrm{X}-\mathrm{vT}) ; \quad \mathrm{t}=\mathrm{a}\left[\left(-\mathrm{vX} / \mathrm{u} *^{2}\right)+\mathrm{T}\right] \tag{13}
\end{equation*}
$$

which, in conformity to F.Selleri oppinion is equivalent to the Einstein-relativity principle.

The Inverses of generalized linear transformations are the followings :

$$
\begin{equation*}
\mathrm{x}=\left[1 /\left(\mathrm{a}\left(1-(\mathrm{v} / \mathrm{u} *)^{2}\right)\right)\right] \cdot[\mathrm{X}-\mathrm{vT}] \quad ; \mathrm{t}=\left[1 /\left(\mathrm{a}\left(1-(\mathrm{v} / \mathrm{u} *)^{2}\right)\right)\right] \cdot\left[\left(-\mathrm{vX} / \mathrm{u} *^{2}\right)+\mathrm{T}\right] \tag{14}
\end{equation*}
$$

also the inverses of the (9).

## III. CONSEQUENCE I

On relativity of phenomenon of contraction of lenghts and the dilatation of durations in Special Relativity Theory

Really, that if we transform not only the lenght $\boldsymbol{L}_{\boldsymbol{0}}$, but we transform the measure as well the measuring meter-bare, then the unit of lenght is transormed as folows:

$$
\begin{equation*}
1^{\prime}=1_{0} \cdot\left[\left(1-(\mathrm{v} / \mathrm{c})^{1 / 2}\right]\right. \tag{15}
\end{equation*}
$$

where the $1_{0}$ is the unit of lenght in the $0 x y z$ system, the $1^{\prime}$ is the transformed lenghtunit also the lenght-unit in the $\boldsymbol{o}^{\prime} \boldsymbol{x}^{\prime} \boldsymbol{y}^{\prime} \boldsymbol{z}^{\prime} \boldsymbol{t}^{\prime}$ system, the $\boldsymbol{v}$ is the relativelly velocity of the systems and $c$ is the ( exemple) the velocity of light in the vacua.

And, now, "measure" the lenght of our bare in the system with "comma": also lat me see that how many times does go the lenght-unit into it:, also we obtain:

$$
\begin{equation*}
\left(\mathrm{L}^{\prime} / 1^{\prime}\right)=\mathrm{L}_{0} \cdot\left[\left(1-\left(\mathrm{v} / \mathrm{c}^{2}\right]^{1 / 2} / 1_{0} \cdot\left[\left(1-(\mathrm{v} / \mathrm{c})^{2}\right]^{1 / 2}=\mathrm{L}_{0} / 1_{0}=\mathrm{L}_{0}\right.\right.\right. \tag{16}
\end{equation*}
$$

also the lenght of our bare in the $\boldsymbol{o x y z}$ system !, because in the system with "comma" we must measure with the meter-bare with comma!

Refferring to the time-transformation, similarly, are valid the followings and we obtain that :

$$
\begin{equation*}
\left(\mathrm{T}^{\prime} / 1_{\mathrm{s}}^{\prime}\right)=\left\{\mathrm{T}_{0} /\left[1-(\mathrm{v} / \mathrm{c})^{2}\right]^{1 / 2}\right\} /\left\{1_{\mathrm{s} 0} /\left[1-(\mathrm{v} / \mathrm{c})^{2}\right]^{1 / 2}\right\}=\mathrm{T}_{0} / 1_{\mathrm{s} 0}=\mathrm{T}_{0}, \tag{17}
\end{equation*}
$$

where $T_{0}$ is one duration, $l_{s 0}$ is the "second" in the oxyzt system and also, $T^{\prime}$ the duration and, respectivelly $l_{s}^{\prime}$ the "second" in the $0^{\prime} x^{\prime} y^{\prime} z^{\prime} t^{\prime}$ system:

$$
\begin{equation*}
1_{\mathrm{s}}=1_{\mathrm{s} 0}\left[\left[-(\mathrm{v} / \mathrm{c})^{2}\right]^{1 / 2}\right. \tag{18}
\end{equation*}
$$

And, the conclusion we leave to the Honourable Reader.

## IV. CONSEQUENCE II

Consequencies using the generalised linear transformation (9)

$$
\mathrm{X}=\mathrm{a}[\mathrm{x}+\mathrm{vt}] ; \quad \mathrm{T}=\mathrm{a}\left[\left(\mathrm{v} / \mathrm{u} *^{2}\right) \mathrm{x}+\mathrm{t}\right]
$$

We obtain for any distance between two points:

$$
\begin{gather*}
\mathrm{X}_{2} \text { and } \mathrm{X}_{1} \\
\mathrm{X}_{2}-\mathrm{X}_{1}=\Delta \mathrm{X}=\mathrm{a}[\Delta \mathrm{x}+\mathrm{v} \Delta \mathrm{t}] \tag{19}
\end{gather*}
$$

If $\Delta t=0$, we obtain

$$
\begin{equation*}
\Delta \mathrm{X}=\mathrm{a} \cdot \Delta \mathrm{x} \tag{20}
\end{equation*}
$$

Now if

$$
\begin{aligned}
& a=1 \text { so } \Delta X=\Delta x \\
& a>1 \text { so } \Delta X>\Delta x \\
& a<1 \text { so } \Delta X<\Delta x
\end{aligned}
$$

understanding with out of transforming the distance measure.
And similarly for time-variance (for $\Delta \mathrm{x}=0$ ):

$$
\begin{equation*}
\Delta \mathrm{T}=\mathrm{a} \cdot \Delta \mathrm{t} \tag{21}
\end{equation*}
$$

Also

$$
\begin{aligned}
& \mathrm{a}=1 \text { so } \Delta \mathrm{T}=\Delta \mathrm{t} \\
& \mathrm{a}>1 \text { so } \Delta \mathrm{T}>\Delta \mathrm{t} \\
& \mathrm{a}<1 \text { so } \Delta \mathrm{T}<\Delta \mathrm{t}
\end{aligned}
$$

Regarding the generalised inverse transformations (14)

$$
\mathrm{x}=\left[1 /\left(\mathrm{a}\left(1-(\mathrm{v} / \mathrm{u} *)^{2}\right)\right)\right] \cdot[\mathrm{X}-\mathrm{vT}] ; \quad \mathrm{t}=\left[1 /\left(\mathrm{a}\left(1-(\mathrm{v} / \mathrm{u} *)^{2}\right)\right)\right] \cdot\left[\left(-\mathrm{vX} / \mathrm{u} *^{2}\right)+\mathrm{T}\right]
$$

the inverses of the (9), we obtain

$$
\Delta \mathrm{x}=\gamma[\Delta \mathrm{X}-\mathrm{v} \Delta \mathrm{~T}]
$$

and now if $\Delta T=0$, it results

$$
\begin{equation*}
\Delta x=\gamma \Delta \mathrm{X} \tag{22}
\end{equation*}
$$

$$
\begin{aligned}
& 1 \\
& \begin{array}{c}
\gamma=\text {---------------------- } \\
a\left[1-\cdots v^{2}\right. \\
\left.u *--*^{2}\right]
\end{array}
\end{aligned}
$$

$\mathrm{u} *$ being the limit velocity. For

$$
\mathrm{v}<\mathrm{u}^{*}
$$

we have
and we obtain for

$$
\begin{gathered}
a=1 \quad \gamma>1 \\
a>1 \quad \gamma<1 \text { or } \gamma>1 \\
a<1 \quad \gamma>1
\end{gathered}
$$
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# SUBMICROSCOPIC BLACK HOLES AS MAGNETIC MONOPOLES AND DYONS IN SPACE-TIME 

Huba L.Szõcs<br>West Hungarian University Savaria University Centrum, Hungary szocs.huba@freemail.hu szh@uranos.kodolanyi.hu,

The paper presents the main results of the investigation of the author of different physical characteristics of the particlelike magnetic charge: the magnetic monopole. Considering monopoles as submicroscopic black-holes and using the curved space-time metric type Reissner-Nordström and the generalised Reissner-Nordström-Weyl metric, the radius, the mean density of Dirac's magnetic monopole and dyon and the ratio of radii of electron and monopole is evaluated and also the stability is studyied.

Keywords: magnetic monopole, Reissner-Nordström-Weyl curved space-time metric, Dirac's magnetic monopole, dyon, submicroscopic black holes.

PACS number:04.62.+v/31.30.J-

## I. INTRODUCTION

The particlelike magnetic monopole presents interest again of later years (Rújula ${ }^{1}$,1994.,et all).Among his different properties and characteristics physics especially the mass was investigated with regard to GUT,to gauge field theory,to early univers scenario and to stability of this particle (Bais and Russel ${ }^{2}$ 1975,Cho and Freund ${ }^{3}$ 1975,Nieuwenhuizen,Wilkinson and Perry ${ }^{4}$ 1976,Bartnik and Mc.Kinnon ${ }^{5}$ 1988,Künzle and Masood ${ }^{6}$ 1990,Bloore and Horváthy ${ }^{7}$ 1992,Breitenlohner,Forgács and Maison ${ }^{8}$ 1992,Liu and Wesson ${ }^{9}$ 1992,Wali ${ }^{10}$ 1993,Horváth ${ }^{11}$,Palla et al.19761989).Other physical characteristics of particlelike magnetic monopole has been investigated since 1989 (Szõcs ${ }^{12,13,14,15,16,1989-1994, ~ S z o ̋ c s ~}{ }^{25} 2000$ ). Today, it appears that become possibly to produce submicroscopic blask-holes via future giant colliders (at TeV energy order) (Carr and Giddings ${ }^{26}$, Dimopoulos and Landsberg ${ }^{27}$, Giddings and Thomas ${ }^{28}$, and/or can be produce via high-energy cosmic rays by collision of high-energy neutrinos in the terrestrial atmosphere (Carr ${ }^{29}$, Anchordoqui et al. ${ }^{30}$ ), which justified our prevision regarding monopoles as subminiaturized and charged black-holes (Szöcs ${ }^{12,13,31,32}$ ).

## II. THE RADIUS OF MAGNETIC MONOPOLE

In this part of the paper we shall calculeite the charge and deduce the expression of radius of the magnetic monopole (Sass ${ }^{17}$ 1986,Szõcs ${ }^{13}$ 1989,Szõcs and Sass ${ }^{12}$ 1989,Szõcs ${ }^{14}$ 1991,Szõcs ${ }^{15}$ 1993,Szõcs ${ }^{15}$ 1994) in function of different metrics.
Let us denote:
$\mathbf{e}=$ charge of the electron (antiparticle,respectively),
$\mathbf{g}=$ charge of the magnetic monopole (antiparticle,respectively),
$\mathbf{h}=6.6260755(40) \cdot 10^{-27} \mathrm{~cm}^{2} \mathrm{~g} / \mathrm{s}$, the Planck's constant,
$\mathbf{h}^{*}=\mathrm{h} / 2 \pi$ (Relative uncertaintly ppm: 0.60 ).
$\mathbf{G}=6.67259(85) \cdot 10^{-8} \mathrm{~cm}^{3} /\left(\mathrm{s}^{2} \mathrm{~g}\right)$ the gravitational constant
(Relative incertaintly ppm: 128),
$\mathrm{c}=299792458.10^{10} \mathrm{~cm} / \mathrm{s}$, the velocity of light in vacuum (exact)(Cohen and Taylor 17,18 ) and the same time,the transformation factor between the IS system, in which the previous three values are given, and Gauss system. With this, we have:

$$
\begin{equation*}
\mathrm{e}_{\mathrm{CGS}}=\mathrm{e}_{\mathrm{IS}} \cdot \mathrm{c} / 10 \quad \text { and } \quad \mathrm{g}_{\mathrm{CGS}}=\mathrm{g}_{\mathrm{IS}} \cdot 108 / \mathrm{c} \tag{1}
\end{equation*}
$$

One passes from geometrized to physical units (indexed by "geom" and "ph",respectively) and conversely,by the formulae:

$$
\begin{equation*}
\text { egeom }=\text { eph. } \mathrm{G}^{1 / 2 / \mathrm{c}^{2}} \text { and } \quad \text { ggeom }=\text { gph.G/c } \mathrm{c}^{2} \tag{2}
\end{equation*}
$$

So,using Dirac's quantization relation 9,19
e.g = n. (h / 2)
we obtain for $\mathrm{n}=1$ :

$$
\begin{align*}
& \mathrm{e}=1.602177335 .10^{-19} \mathrm{As}=4.803206814 .10^{-10}\left(\mathrm{~cm}^{3} \mathrm{~g} / \mathrm{s}^{2}\right)^{1 / 2} \\
& \mathrm{~g}=2.067834616 .10^{-15} \mathrm{Vs}=6.89755382 .10^{-18}(\mathrm{~cm} . \mathrm{g})^{1 / 2} \tag{4}
\end{align*}
$$

The radii of the electron and the magnetic monopole have been obtained using the REISSNER-NORDSTRÖM metric $13,20,21,22,23$ :

$$
\begin{equation*}
\mathrm{ds}^{2}=\left(1-2 \mathrm{~m} / \mathrm{r}+\mathrm{Q}^{2} / \mathrm{r}^{2}\right) \mathrm{dt}^{2}+\left(1-2 \mathrm{~m} / \mathrm{r}+\mathrm{Q}^{\left.2 / \mathbf{r}^{2}\right)^{-1 / 2} \mathrm{dr}^{2}-\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta . \mathrm{d} \Phi^{2}\right), ~(, ~}\right. \tag{5}
\end{equation*}
$$

where $\mathbf{r}, \boldsymbol{\theta}, \Phi$ are the spherical coordinates.
The components of the acceleration will be 17,22,23:

$$
\begin{gather*}
\mathbf{a}^{\mathbf{r}}=\mathbf{2}\left(\mathbf{m} / \mathbf{r}^{\mathbf{2}}-\mathbf{Q}^{\mathbf{2}} / \mathbf{r}^{\mathbf{3}}\right)  \tag{6}\\
\mathrm{a}^{\boldsymbol{\theta}}=0 \\
\mathrm{a}^{\Phi}=0
\end{gather*}
$$

and the module of acceleration is :

$$
\begin{equation*}
a=\left|2\left(m / r^{2}-Q^{2} / r^{3}\right)\right|\left(1-2 m / r+Q^{2 / r^{2}}\right)^{-1 / 2} \tag{7}
\end{equation*}
$$

where in our case $20,23,24$ :

$$
\begin{equation*}
\mathbf{Q}^{2}=\mathbf{Q}^{2} \mathbf{e}^{+} \mathbf{Q}^{2} \mathbf{m} \tag{8}
\end{equation*}
$$

$Q_{e}$ being the electric, and $Q_{m}$ the magnetic charge, respectively.
The (elementary) quasi-force (the "accretion") at surface is:

$$
\begin{equation*}
\mathrm{dF}=\mathrm{a}^{\mathrm{r}} \cdot \mathrm{dm} \tag{9}
\end{equation*}
$$

where dm is an elementary mass.
This mass is in equilibrium (stable on the surface of spherical body) if $\mathrm{dF}=0$, namely $\mathbf{a}^{\mathbf{r}}=\mathbf{0}$, resulting

$$
\begin{equation*}
\mathbf{r}=\mathbf{Q}^{2} / \mathbf{m} \tag{10}
\end{equation*}
$$

in geometrized units.
From (2) and (10) we deduce the radius:

$$
\begin{equation*}
\mathrm{r}_{\mathrm{e}}=\left(\mathrm{e}^{2} \mathrm{ph} / \mathrm{m}_{\mathrm{ph}}\right) / \mathrm{c}^{2}=2.81794091 .10^{-13} \mathrm{~cm} \tag{11}
\end{equation*}
$$

for electron; (the numerical value being very well into conformity with specific literature value ${ }^{17,18}$ ), resulting for magnetic monopole:

$$
\begin{equation*}
\mathbf{r}_{\mathrm{g}, \mathrm{CGS}}=(\mathrm{gph})^{2} / \mathrm{mph} \tag{12}
\end{equation*}
$$

where "e" and " g " refer to electron and magnetic monopole, respectively.

## III. THE NUMERICAL VALUES OF RADIUS OF (PARTICLELIKE) MAGNETIC MONOPOLE

In the following we calculeite and compare the radius, the mean density and the ratio of radii of electron and of monopole ( $\mathbf{r}_{\mathbf{e}} / \mathbf{r}_{\mathbf{g}}$ ) in function of appreciated masses 1,3 et al.(see Table 1.):

We have in case of de Rújula-type of mass of monopole ${ }^{1}$ :

$$
\begin{equation*}
\mathrm{m}_{\mathbf{g}} \text { < 8.7.n.h } \quad \mathrm{PeV}\left(10^{6} \mathrm{GeV}\right) \tag{13}
\end{equation*}
$$

(between lower limit $=200 \mathrm{~m}_{\text {proton }}$ and $\mathrm{m}_{\mathrm{GUT}}$ ) the radius is the order $10^{-19} \mathrm{~cm}$.
We mark that the Planck-lenght: 1 PLANCK $=1.61605(10) \cdot 10^{-33} \mathrm{~cm}$ is smaller than the radius of Planck-mass monopole (only with three orders, at the same time the mean-density of this monopole is smalller than the Planck-density with ten orders (the Planck-density is $\left.5 \cdot 5174(57) .10^{93} \mathrm{~g} / \mathrm{cm}^{3}\right)$.

## IV. THE RADIUS IN BASIS OF GENERALIZED REISSNER-NORDSTRÖMWEYL METRIC (RNW-METRIC)

The RNW-metric we wrote in the following form $15,16,22$ :

$$
\begin{gather*}
\mathrm{ds}^{2}=\left(1-2 \mathrm{mG} / \mathrm{r}+\mathrm{Q}^{2} \mathrm{G} / \mathbf{r}^{2}+\beta \mathrm{Gr}^{2} / 3\right) \mathrm{dt} \mathbf{2}^{2}+\left(1-2 \mathrm{mG} / \mathbf{r}+\mathbf{Q}^{2} \mathrm{G} / \mathbf{r}^{2}+\beta \mathrm{Gr}^{2} / 3\right)^{-1} \mathrm{dr}^{2}- \\
-\mathrm{r}^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \Phi^{2}\right) \tag{14}
\end{gather*}
$$

where $\boldsymbol{\beta}$ is one constant proportional with the cosmological constant.In this case results for radius of monopole the following equation:

$$
\begin{equation*}
\beta r^{4}+3 m r-3 Q^{2}=0 \tag{15}
\end{equation*}
$$

where $\boldsymbol{\beta}_{\mathbf{p h}}=10^{-29} \mathrm{gcm}^{-3}=10^{-47} \mathrm{GeV}$ and $\boldsymbol{\beta}=\boldsymbol{\beta} \mathbf{p h}\left(\left(\mathbf{G} / \mathbf{c}^{\mathbf{2}}\right)^{\mathbf{3}} \cdot \mathbf{h} \cdot / \mathbf{c}\right)^{\mathbf{1} / \mathbf{2}}=7.42466 .10^{-58}$ $\mathrm{cm}^{-2}$ in geometrized units.

In this case we have estimated the relative error as compared to solution in basis of Reissner-Nordström metric,also the relative error is: 3.089375.10-115.\%.In conclusion the contribution of cosmological extent of Reissner-Nordström metric with cosmological constant, is negligible 15,16 .

## V.THE BLACK-HOLE RADIUS OF MAGNETIC MONOPOLE

Finaily we analyse tha black-hole radius of magnetic monopole.The Schwartzschild-radius is respectively:

$$
\begin{equation*}
\mathrm{r}_{\text {SCHW }}=\mathrm{r}_{\text {grav }}=2 \mathrm{~m}_{\text {geom }}=2 \mathrm{~m}_{\mathbf{p h}}\left(\mathrm{G} / \mathrm{c}^{2}\right) \tag{16}
\end{equation*}
$$

referring to chargeless body.In this case results the following
$\mathrm{r}_{\text {SCHW.elec. }}=1.352610851 .10^{-56} \mathrm{~cm}$

$$
\begin{aligned}
& \mathrm{m}_{\mathrm{e}}=5 \cdot 1099906(15) \cdot 10^{-4} \mathrm{GeV} \\
& \mathrm{~m}_{\text {monRú. }}=3 \cdot 602348 \cdot 10^{7} \mathrm{GeV} \\
& \mathrm{~m}_{\text {mon. }}=10^{\mathbf{1 6}} \mathrm{GeV} \\
& \mathrm{~m}_{\text {mon. }}=10^{\mathbf{1 7}} \mathrm{GeV} \\
& \mathrm{~m}_{\text {monPl. }}=1.2210345 .10^{\mathbf{1 9}} \mathrm{GeV}
\end{aligned}
$$

We can establish that in all preceding cases the Schwartzschild-radius are smaller than the radius of the particle, consequently the collaps it is possible when we leave the charge out of consideration.

But considering the electric and/or magnetic charged particle,we obtain for black hole radius in case of Reissner-Nordström metric the following formula:

$$
\begin{equation*}
\mathrm{r}_{\text {black-hole }}=\mathrm{m}_{\text {geom }}+\left(\mathrm{m}^{2} \text { geom }-\mathrm{Q}^{2} \text { geom }\right)^{1 / 2}<\mathrm{r}_{\text {Schwartzschild }} \tag{17}
\end{equation*}
$$

If we consider that the maximum mass of magnetic monopole it is the Planck-mass,we have:

$$
\mathbf{m}^{\mathbf{2}} \text { Planck }=2.611611138 .10^{-66}<3.532187774 .10^{-64}=\mathbf{Q}^{\mathbf{2}}
$$

and the black-hole radius becomes imaginary and the black-hole-type collaps is impossible; follows that the electric and/or magnetic charge impedes the black-holetype collapse of particle.In this case the black-hole solution of problem does not exist.

In general,considering

$$
\mathrm{r}=\mathrm{Q}^{2} \text { geom } / \mathrm{m}_{\text {geom }}
$$

we have:

$$
\begin{equation*}
r_{\text {black-hole }}=m_{\text {geom }}+\mathrm{m}^{1 / 2} \text { geom }\left(\mathrm{m}_{\text {geom }}-\mathrm{r}\right)^{1 / 2} \tag{18}
\end{equation*}
$$

and the blck-hole-type collapse is possible only:

$$
\begin{equation*}
m_{\text {geom }} \geq r \tag{19}
\end{equation*}
$$

Finaily we analyse the radius of Schwinger-type dyon,resulting the following:

$$
\mathbf{r}_{\text {dyon }}=\mathrm{Q}^{2} \text { geom } / \mathrm{m}_{\text {geom }}=\left(\mathrm{e}^{2} \text { geom }+\mathrm{g}^{2} \text { geom }\right) / \mathrm{m}_{\text {geom }} \cong \mathrm{g}^{2} \text { geom } / \mathrm{m}_{\text {geonm }}=\mathbf{r}_{\text {mon }}
$$

because of:

$$
\mathrm{e}^{2} \text { geom } \ll \mathrm{g}^{2} \text { geom }
$$

Consequently we conclude that the electric charge does not modify essentially the radius of dyon.

## VI. APPENDIX:THE COMPONENTS OF ACCELERATION

The metric of space-time (outside) a spherically symmetrical central body can be written in generalized spherical coordinates as follows 22,23 :

$$
\begin{equation*}
d s^{2}=g_{00}\left(d x^{0}\right)^{2}+g_{11}\left(d x^{1}\right)^{2}+g_{22}\left(d x^{2}\right)^{2}+g_{33}\left(d x^{3}\right)^{2} \tag{20}
\end{equation*}
$$

where $\mathrm{x}^{\mathbf{0}}$ is the temporal coordinate, while $\mathrm{x}^{\mathbf{1}}=\mathrm{r}, \mathrm{x}^{\mathbf{2}}=\boldsymbol{\theta}, \mathrm{x}^{\mathbf{3}}=\boldsymbol{\Phi}$ are the space spherical coordinates.

The three-dimensional components of the acceleration, in geometrized units are

$$
\begin{equation*}
\mathbf{a}^{\mathbf{i}}=-\Gamma_{\mathbf{0 0}}^{\mathbf{i}} / \mathbf{g}_{\mathbf{0 0}} \quad \mathrm{i}=1,2,3 \tag{21}
\end{equation*}
$$

and the module of the acceleration is:

$$
\begin{equation*}
a=\left(a^{i} a^{j} \gamma_{i j}\right)^{1 / 2} \tag{22}
\end{equation*}
$$

where:

$$
\begin{equation*}
\gamma_{\mathbf{i j}}=-\mathbf{g}_{\mathbf{i} \mathbf{j}}+\mathbf{g}_{\mathbf{0} \mathbf{i}} \mathbf{g}_{\mathbf{0} \mathbf{j}} / \mathbf{g}_{\mathbf{0 0}} \quad \mathrm{i}, \mathrm{j}=1,2,3 \tag{23}
\end{equation*}
$$

are the components of three-dimensional metric tensor, and:

$$
\begin{equation*}
\Gamma^{\mathrm{i}}{ }_{\mathrm{nk}}=\mathrm{g}^{\mathrm{im}}\left(\mathrm{~g}_{\mathrm{mk}, \mathrm{n}}+\mathrm{g}_{\mathrm{mn}, \mathrm{k}}-\mathrm{g}_{\mathrm{kn}, \mathrm{~m}}\right)^{1 / 2} \tag{24}
\end{equation*}
$$

are Cristoffel's symbols the second kind ${ }^{24}$.In our case only the components:

$$
\begin{equation*}
\gamma_{11}=-g_{11}, \gamma_{22}=-g_{22}, \gamma_{33}=-g_{33} \tag{25}
\end{equation*}
$$

are nonzero,hence:

$$
\begin{equation*}
\Gamma_{\mathbf{0 0}}^{i_{00}}=-\mathbf{g}_{00,1} /\left(\mathbf{2} \mathbf{g}_{11}\right) \tag{26}
\end{equation*}
$$

In our case results the module of acceleration

$$
\begin{equation*}
a=\left(a^{r_{2}} r_{\gamma_{11}}\right)^{1 / 2}=\left(-g_{11}\right)^{-1 / 2} g_{00,1} / g_{00}{ }^{1 / 2} \tag{27}
\end{equation*}
$$

and from (21) and (25) it results:

$$
\begin{equation*}
a^{i}=-\left(g_{00,1}\right) / 2=-\left(\partial g_{00} / \partial r\right)^{1 / 2} \tag{28}
\end{equation*}
$$

and,finaily

$$
\begin{equation*}
a=a^{1}\left(g_{00}\right)^{-1 / 2} \tag{29}
\end{equation*}
$$
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# THE ELECTROMAGNETIC SPACE-TIME-AETHER UNDER THE CLAIM FOR MINIMUM CONTRADICTIONS 
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Purpose of this paper is to describe the electromagnetic dimension of Ether through an (em) Hypothetical Measuring Field- $(H M F)_{e m}$. The (em) space-time together with the gravitational $(g)$ one can describe the Ether as a whole under a minimum contradictions point of view.
Keywords: electromagnetic space-time-aether, Hypothetical Measuring Field, gravitational field, coulomb law, electromagnetic space-time particle filed.
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## I. INTRODUCTION

According to minimum contradictions point of view, space-time is stochastic and it can be regarded as matter -ether [1]. However, matter can be either mass or charge. Thus, there exist both mass-gravitational (g) and charge-electromagnetic (em) space-time. The (em) space-time behaves as a $(g)$ one, since both are space-time and obey the same principles but it is not. Thus, any time interval in the (em) space-time is incomprehensible with respect to a coexisting $(g)$ one and it can be regarded as an imaginary number which is incomprehensible too. According to [1] the energy of an infinitesimal (em) space-time can be regarded as imaginary since it is equivalent to an (em) time interval. Therefore, in general, the electromagnetic energy and in extension (em) magnitudes can be regarded as imaginary. The electromagnetic space-time can be regarded as a four dimensional space-time which coexists with the gravitational one. Taking into account the existence of negative physical and geometrical magnitudes [2] we may assume that there exists also an anti-em space-time that corresponds to antimatter. Thus, space-time as a whole is described through sixteen dimensions, i.e. four dimensions for each of the following space-times: $(\mathrm{g})$, (anti-g), (em) and (anti-em). This does not mean that space-time has 16 dimensions, simply it is described through 16 dimensions. In reality space-time is fractal described through four dimensions. It is noted that there is a coexistence scale between (g) and (em) space-time and that the probability density function, according to the spirit to this work, can take either positive or negative values. The epistemological basis of this can be found in previous works[1,2].

## II. ELECTROMAGNETIC HYPOTHETICAL MEASURING FIELD (HMF)em

The electromagnetic Space Time should be studied through an Electromagnetic Hypothetical Measuring Field (HMF)em. Since the (HMF)em coexists with the gravitational one $(H M F) g$ we should find the scale of their interconnection. By definition both $(e m)$ and $(g)$ reference space-time are continua and flat. According to Lorentz transformations for a continuum space-time, we have :

$$
\begin{align*}
& x^{\prime}=x \gamma-v \gamma t  \tag{1}\\
& t^{\prime}=t \gamma-\frac{v \gamma}{c^{2}} x  \tag{2}\\
& \gamma=\frac{1}{\sqrt{1-\left(\frac{v}{c}\right)^{2}}} \tag{3}
\end{align*}
$$

For $v>c, x^{\prime}$ and $t^{\prime}$ are imaginary; therefore they can be regarded as coordinate of the (HMF)em and $\gamma$ can be regarded, under certain conditions, as the scale of coexistence of the ( $H M F) e m$ with the $(H M F) g$. Thus we can write:

$$
\begin{align*}
x_{e m} & =x_{g} \gamma-v \gamma t_{g}  \tag{4}\\
t_{e m} & =t_{g} \gamma-\frac{v \gamma}{c^{2}} x_{g} \tag{5}
\end{align*}
$$

From $\operatorname{Eqs}(4,5)$ we obtain:

$$
\begin{align*}
& \frac{\partial t_{e m}}{\partial t_{g}}=\frac{\partial t_{g}}{\partial t_{e m}}=\gamma  \tag{6}\\
& \frac{\partial x_{e m}}{\partial x_{g}}=\frac{\partial x_{g}}{\partial x_{e m}}=\gamma \tag{7}
\end{align*}
$$

Because of symmetry for any direction $x_{i}$ including time regarded as $4^{\text {th }}$ dimension we can write:

$$
\begin{equation*}
\frac{\partial x_{j e m}}{\partial x_{j g}}=\frac{\partial x_{j g}}{\partial x_{j e m}}=\gamma \quad(j=1,2,3,4) \tag{8}
\end{equation*}
$$

According to Lorentz transformations we will have:

- for time:

$$
\begin{equation*}
\tau_{e m}=\gamma \tau_{g} \tag{9}
\end{equation*}
$$

for length:

$$
\begin{equation*}
l_{e m}=l_{g} / \gamma \tag{10}
\end{equation*}
$$

## III. COULOMB LAW - COEXISTENCE SCALE OF (EM) WITH (G) SPACETIME

For Coulomb potential we have [1,2]:

$$
\begin{equation*}
E_{D}=-\frac{\hbar c}{r} \tag{11}
\end{equation*}
$$

Electromagnetic space-time, according to what was mentioned is a gravitational space-time with imaginary magnitudes. Therefore for the (em) space-time we can write:

$$
\begin{equation*}
E_{D e m}=-\frac{\hbar c}{r_{e m}} \tag{12}
\end{equation*}
$$

Replacing the factor $\hbar c$ by its equal $e^{2} / \alpha$ we obtain that:

$$
\begin{equation*}
E_{D e m}=-\frac{e^{2}}{\alpha r_{e m}} \tag{13}
\end{equation*}
$$

where $\alpha$ is the fine structure constant. If we put :

$$
\begin{equation*}
E_{D e m}=i E_{D e m-g} \tag{14}
\end{equation*}
$$

$E_{\text {Dem-g }}$ represents gravitational energy as being real. Thus, $\mathrm{Eq}(13)$ can be written in the following form:

$$
\begin{equation*}
E_{D e m-g}=-\frac{e^{2}}{i \alpha r_{e m}}=-\frac{e^{2}}{r_{g}} \tag{15}
\end{equation*}
$$

on condition that:

$$
\begin{equation*}
r_{e m}=\frac{r_{g}}{i \alpha} \tag{16}
\end{equation*}
$$

We notice that $\mathrm{Eq}(15)$ expresses the Coulomb potential, on condition that the imaginary (em) space-time coexists with the real (g) one and that its magnitudes correspond to the magnitudes of (g) space-time through a scale. Because of Eqs $(10,16)$ we obtain:

$$
\begin{equation*}
\frac{r_{e m}}{r_{g}}=\frac{1}{\gamma}=\frac{1}{i \alpha} \tag{17}
\end{equation*}
$$

Thus, the interconnection scale between the electromagnetic (em) and gravitational (g) space is:

$$
\begin{equation*}
\gamma=i \alpha \tag{18}
\end{equation*}
$$

For any magnitude of (em) or (g) space there is an equal amount of this magnitude in the (em) or (g) reference space-time since, according to this work, spacetime itself is matter. Thus we can state that (em) magnitudes, with respect to corresponding $(g)$ ones correlate by the same scale $\gamma=i \alpha$.

Taking into account the structure of various magnitudes, we obtain:

- for time:

$$
\begin{equation*}
\tau_{e m} / \tau_{g}=\gamma=i \alpha \tag{19}
\end{equation*}
$$

- for length:

$$
\begin{equation*}
l_{e m} / l_{g}=\gamma^{-1}=\frac{-i}{\alpha} \tag{20}
\end{equation*}
$$

- for volume:

$$
\begin{equation*}
V_{e m} / V_{g}=\gamma^{-1}=\frac{-i}{\alpha} \tag{21}
\end{equation*}
$$

- for energy - mass:

$$
\begin{equation*}
m_{e m} / m_{g}=E_{e m} / E_{g}=\gamma=i \alpha \tag{22}
\end{equation*}
$$

For a particle field of the $(g)$ space-time we have [1,2]:

$$
\begin{equation*}
\hbar c=G_{g} M_{g} m_{g} \tag{23}
\end{equation*}
$$

Applying $\operatorname{Eq}(23)$ to a particle field of the $(\mathrm{em})$ space we have:

$$
\begin{equation*}
G_{g} M_{g} m_{g}=G_{e m} M_{e m} m_{e m}=\hbar c \tag{24}
\end{equation*}
$$

Because of $\operatorname{Eqs}(22,24)$ we obtain:

$$
\begin{equation*}
G_{e m} / G_{g}=1 / \gamma^{2}=\frac{-1}{\alpha^{2}} \tag{25}
\end{equation*}
$$

Taking into account Eqs $(15,24)$ we have:

$$
\begin{equation*}
E_{D e m-g}=-\frac{e^{2}}{r}=-k \frac{Q_{e l}{ }^{2}}{r}=-\frac{\hbar c}{\alpha r}=-\frac{G_{g} M_{p}{ }^{2}}{\alpha r}=-\frac{G_{e m} M_{p e m}{ }^{2}}{r_{e m}} \tag{26}
\end{equation*}
$$

where $Q_{e l}$ the electron charge and $M_{p}$ the Plank mass. Eq(24) shows the gravitational behavior of the $(\mathrm{em})$ space related to Coulomb's potential.

All the above equations derive on the assumption that $h, c$ are the same in $(g)$ and in (em) space. In fact $c$ is the same because of Lorentz' transformations; $h c$ is the same since, according to [1,2] it describes energy multiplied by volume [according to $\operatorname{Eqs}(21,22)$ scale for energy is inverse to scale for volume]. Thus $h$ is the same in (em) and (g) space.

## IV. ELECTROMAGNETIC PARTICLE SPACE TIME WAVE EQUATION

Since (em) space-time behaves as gravitational, for this space-time Schrödinger's relativistic equation is valid [1,2] i.e.:

$$
\begin{align*}
& \hbar^{2} \frac{\partial^{2} \Psi_{e m}\left(\boldsymbol{r}_{e m}, t_{e m}\right)}{\partial t_{e m}^{2}}-\hbar^{2} c^{2}\left(\frac{\partial^{2} \Psi_{e m}\left(\boldsymbol{r}_{e m}, t_{e m}\right)}{\partial x_{e m}^{2}}\right.  \tag{27}\\
& \left.+\frac{\partial^{2} \Psi_{e m}\left(\boldsymbol{r}_{e m}, t_{e m}\right)}{\partial y_{e m}^{2}}+\frac{\partial^{2} \Psi_{e m}\left(\boldsymbol{r}_{e m}, t_{e m}\right)}{\partial z_{e m}^{2}}\right)+m_{0 e m}^{2} c^{4}=0
\end{align*}
$$

where $\left(\boldsymbol{r}_{e m}, t_{e m}\right)$ is a point of the electromagnetic Hypothetical Measuring Field $(H M F)_{e m}$. According to what was mentioned $(H M F)_{e m}$ coexists with the $(H M F)_{g}$ while various magnitudes correspond through a scale.

We define as function $\Psi_{e m}^{g}$ a function for which it is valid:

$$
\begin{equation*}
\Psi_{e m}\left(\boldsymbol{r}_{e m}, t_{e m}\right)=\Psi_{e m}^{g}\left(\boldsymbol{r}_{g}, t_{g}\right)=\Psi_{e m}^{g}(\boldsymbol{r}, t) \tag{28}
\end{equation*}
$$

Taking into account $\operatorname{Eqs}(8,18,22,27,28)$ we have that:

$$
\begin{gather*}
\frac{\partial^{2} \Psi_{e m}}{\partial x_{j e m}^{2}}=\frac{\partial^{2} \Psi_{e m}}{\partial x_{j}^{2}}\left(\frac{\partial x_{j}}{\partial x_{e m}}\right)^{2}=\frac{-\alpha^{2} \partial^{2} \Psi_{e m}^{g}}{\partial x_{j}^{2}} \quad(j=1,2,3,4)  \tag{29}\\
m_{0 e m}^{2}=-\alpha^{2} m_{0 g, e q}^{2}  \tag{30}\\
\hbar^{2} \frac{\partial^{2} \Psi_{e m}^{g}(\boldsymbol{r}, t)}{\partial t^{2}}-\hbar^{2}\left(\frac{\partial^{2} \Psi_{e m}^{g}(\boldsymbol{r}, t)}{\partial x^{2}}\right.  \tag{31}\\
\left.+\frac{\partial^{2} \Psi_{e m}^{g}(\boldsymbol{r}, t)}{\partial y^{2}}+\frac{\partial^{2} \Psi_{e m}^{g}(\boldsymbol{r}, t)}{\partial z^{2}}\right)+m_{0 g, e q}^{2} c^{4} \Psi_{e m}^{g}=0
\end{gather*}
$$

This equation can be written in the form:

$$
\begin{equation*}
\frac{\partial^{2} \Psi_{e m}^{g}(\boldsymbol{r}, t)}{\partial t^{2}}-c^{2} \nabla^{2} \Psi_{e m}^{g}(\boldsymbol{r}, t)=-\left(m_{0 e m} c^{2} / i a \hbar\right)^{2} \Psi_{e m}^{g} \tag{32}
\end{equation*}
$$

## V. ENERGY AND MOMENTUM MEAN VALUES OF (em) SPACE-TIME

For energy and momentum of an (em) space-time particle field we will have:

$$
\begin{gather*}
\hat{E}_{e m}=i \hbar \partial / \partial t_{e m}  \tag{33}\\
\hat{\boldsymbol{P}}_{n e m}=-\boldsymbol{n} i \hbar \partial / \partial x_{n e m}  \tag{34}\\
\hat{\boldsymbol{P}}_{e m}=-i \hbar \nabla \tag{35}
\end{gather*}
$$

Taking into account $\operatorname{Eqs}(6,7,18,28)$ and $[1,2]$ we obtain:

$$
\begin{gather*}
\left\langle E_{e m}\right\rangle=\frac{i \hbar \partial \Psi_{e m} / \partial t_{e m}}{\Psi_{e m}}=\frac{-\alpha \hbar \partial \Psi_{e m}^{g} / \partial t}{\Psi_{e m}^{g}}  \tag{36}\\
\left\langle\boldsymbol{P}_{e m}\right\rangle=\frac{\alpha \hbar \nabla \Psi_{e m}^{g}}{\Psi_{e m}^{g}} \tag{37}
\end{gather*}
$$

Taking into account Eq(14) we can write:

$$
\begin{gather*}
\left\langle E_{e m}\right\rangle=i\left\langle E_{e m-g}\right\rangle  \tag{38}\\
\left\langle\boldsymbol{P}_{e m}\right\rangle=i\left\langle\boldsymbol{P}_{e m-g}\right\rangle \tag{39}
\end{gather*}
$$

Because of $\operatorname{Eqs}(36,37,38,39)$ we obtain:

$$
\begin{align*}
& \left\langle E_{e m-g}\right\rangle=\frac{i \alpha \hbar \partial \Psi_{e m}^{g} / \partial t}{\Psi_{e m}^{g}}  \tag{40}\\
& \left\langle\boldsymbol{P}_{e m-g}\right\rangle=\frac{-i \alpha \hbar \nabla \Psi_{e m}^{g}}{\Psi_{e m}^{g}} \tag{41}
\end{align*}
$$

Eqs(40,41), are useful in order that Minimum Contradictions Everything Equations can be stated [1,2].

## VI. GEOMETRY OF THE ELECTROMAGNETIC SPACE-TIME PARTICLE FIELD

Working in the same way as for the $(g)$ space-time geometry derivation $[1,2]$ we can find the geometry of the (em) space-time particle field. Thus, we can write:

$$
\begin{equation*}
\overline{t r}_{e m}\left(\boldsymbol{r}_{e m}, t_{e m}\right)=\frac{i c}{2 h} \frac{\partial_{t e m} \Psi_{e m}}{\left(\Psi_{e m} \Psi_{e m}\right)^{1 / 2}}\left(\Psi_{e m}{ }^{*} \partial_{t e m} \Psi_{e m}-\Psi_{e m} \partial_{t e m} \Psi_{e m}{ }^{*}\right) \tag{42}
\end{equation*}
$$

$$
\begin{equation*}
\overline{l r}_{n e m}\left(\boldsymbol{r}_{e m}, t_{e m}\right)=-\frac{i h}{2} \frac{\Psi_{e m}}{\Psi_{e m}}\left(1-c^{2} \frac{\partial^{2} \Psi_{e m} / \partial x_{n e m}^{2}}{\partial^{2} \Psi_{e m} / \partial t_{e m}^{2}}\right)^{1 / 2}\left(\Psi_{e m}^{*} \partial_{t e m} \Psi_{e m}-\Psi_{e m} \partial_{t e m} \Psi_{e m}^{*}\right) \tag{43}
\end{equation*}
$$

Taking into account $\operatorname{Eqs}(6,7,8,18,28)$ we obtain:

$$
\begin{gather*}
\overline{\operatorname{tr}}_{e m}(\boldsymbol{r}, t)=-\frac{\alpha c}{2 h} \frac{\partial_{t} \Psi_{e m}^{g}}{\left(\Psi_{e m}^{g} \Psi_{e m}^{g}\right)^{1 / 2}}\left(\Psi_{e m}^{g^{*}} \partial_{t} \Psi_{e m}^{g}-\Psi_{e m}^{g} \partial_{t} \Psi_{e m}^{g}{ }^{*}\right)  \tag{44}\\
\overline{l r}_{n e m}(\boldsymbol{r}, t)=-\frac{h}{2 \alpha} \frac{\Psi_{e m}^{g}}{\Psi_{e m}^{g}}\left(1-c^{2} \frac{\partial^{2} \Psi_{e m}^{g} / \partial x_{n}^{2}}{\partial^{2} \Psi_{e m}^{g} / \partial t^{2}}\right)^{1 / 2}\left(\Psi_{e m}^{g^{*}} \partial_{t} \Psi_{e m}^{g}-\Psi_{e m}^{g} \partial_{t} \Psi_{e m}^{g}{ }^{*}\right) \tag{45}
\end{gather*}
$$

$\operatorname{Eqs}(44,45)$ describe the $(e m)$ space-time particle field geometry in terms of $(H M F)_{g}$; this was possible because of the coexistence of the $(H M F)_{g}$ with the $(H M F)_{e m}$ through a scale.

## VII. FORCE PER UNIT OF ELECTROMAGNETIC MASS

The gravitational acceleration of (em) field is the force exerted per unit of electromagnetic mass at a point $\left(\boldsymbol{r}_{e m}, t_{e m}\right)$. Because of $\operatorname{Eqs}(6,7,8,18,28)$ and $[1,2]$ we obtain:

$$
\begin{equation*}
\mathbf{g}_{e m}(\boldsymbol{r}, t)=\frac{i \alpha c^{2} \nabla\left(\Psi_{e m}^{g}{ }^{*} \partial_{t} \Psi_{e m}^{g}-\Psi_{e m}^{g} \partial_{t} \Psi_{e m}^{g^{*}}\right)}{\left(\Psi_{e m}^{g} \partial_{t} \Psi_{e m}^{g}-\Psi_{e m}^{g} \partial_{t} \Psi_{e m}^{g}{ }^{*}\right)} \tag{46}
\end{equation*}
$$

$\mathrm{Eq}(46)$ describes the force exerted per unit of electromagnetic mass at a point $(\boldsymbol{r}, t)$. We may notice that for different signs $( \pm i)$ of an electromagnetic mass within the field under study we obtain different signs of the force exerted because of $\mathrm{Eq}(46)$; this corresponds either to attraction or repulsion between different or same signed charges.

The electromagnetic force per unit of $\mathrm{Eq}(46)$ includes all actions of the $\Psi_{e m}$ wave function of the electromagnetic space-time field. Thus, it can be regarded not as electric strength, but as a force which takes into account both the electric field and the magnetic induction. This means that when the (em) space-time tends to be continuum, then this force it is expected to approach Lorentz' force [3].
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# THE SPATIAL BEHAVIOR OF COULOMB AND NEWTON FORCES, YET REIGNING BETWEEN EXCLUSIVELY STATIC CHARGES, IS THE SAME MUST, DRAWN BY THE SPECIAL THEORY OF RELATIVITY 

# PART I: UNDER THE GIVEN CIRCUMSTANCES, COULOMB FORCE IS A FUNDAMENTAL LAW OF NATURE INSURING A UNIQUE MATTER ARCHITECTURE 
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The compatibility of Coulomb Force with the special theory of relativity (STR), is a well know fact. But, any compatibility is not a must. Thus, the following question arises: Would there a more fundamental level, shaping the known structure of Coulomb Force, perhaps based on the foundations of the STR? Yes, indeed: It is that electric charges are Lorentz invariant, just like the speed of light, is. What seems so far ignored is the following. Not only that the constancy of the speed of light is, an empirical evidence, but the Lorentz invariance of electric charges, is too. These two facts do not seem to imply each other. Thus, both of them (as well as, perhaps the Lorenz invariance of similar entities, such as nuclear charges), must be considered concomitantly, in order to insure the Galilean principle of relativity with respect to all inertial frames of reference, which is in effect, the underlying postulate of the STR. Actually the constancy of the speed of light, does not appear to insure all alone, the validity of this principle, and this is why, exactly, Einstein cared to state the second postulate of the STR (regarding the sameness of the laws of nature with regards to all inertial frames of reference), although he did not make any use of it, throughout. Once we have the two evidences of concern (i.e. the Lorentz invariance of electric charges and that of the speed of light), then we can right away, mathematically derive the known Coulomb Force, though reigning between two static charges, exclusively. By the same token, the spatial dependency of Newton Force too, regarding two static masses, becomes a mathematical requirement based on the STR, which seems to be something totally overlooked. So, both forces (still reigning between static, respectively, electric and gravitational charges only), are fundamental laws of nature, essentially imposed by the Galilean principle of relativity. In a subsequent article, however, we will show that, quite on the contrary to the general wisdom, neither Coulomb Force, nor Newton Force holds, if the - electric or gravitational - test charge in consideration, is in motion (the source charge being as usual, considered at rest, throughout). We show that, assuming the opposite (i.e. asserting that Coulomb Force, or Newton Force holds if the test charge, is in motion), constitutes a clear violation of the law of conservation of energy. Our approach removes the blockade toward a unification of fields, and the quantization of the gravitational field (hindered by the general theory of relativity).

Keywords: general theory of relativity, Coulomb force, Newton force,special theory of relativity, matter, gravitational field.
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## I. INTRODUCTION

The classical Coulomb Force ${ }^{1}$ is assumed to act, between a "source charge" at rest, and a "test charge", either at rest, or in motion [1].

The denominations of "source charge" and "test charge" are arbitrary, but useful in simplifying the presentation.
Let us then define the following quantities.
Q : intensity of the source charge, assumed at rest, throughout
q : intensity of the test charge interacting with Q
$r$ : distance between the test charge and the source charge, assumed to be at the center of the coordinate system
$\mathrm{F}_{\mathrm{CC}}$ : strength of the Classical Coulomb Force reigning between Q (at rest) and q (either at rest, or in motion)
k : proportionality constant, being unity in the CGS unit system.
Thus, as usual,

$$
\begin{equation*}
\mathrm{F}_{\mathrm{CC}}=\mathrm{k} \frac{\mathrm{Qq}}{\mathrm{r}^{2}} \tag{1}
\end{equation*}
$$

## (Classical Coulomb Force reigning between the two charges, no matter q is at rest, or in motion)

For convenience, we will work in the CGS unit system (where k is unity).
Herein, we propose to show that, Eq.(1) is anyway correct, for a "test charge at rest", and this result, is a "must", directly imposed by the special theory of relativity (STR).

The compatibility of Coulomb Force, with the STR, is a well known fact; but "compatibility", is not a "must". Thus, we should ask the following question: Would there be a more fundamental level, shaping the known structure of Coulomb Force based on the STR? The answer is "Yes"; it is that, electric charges are Lorentz invariant, just like the speed of light is.

So what? What seems so far ignored is, "not only that the constancy of the speed of light, is an empirical evidence", but (from the present stand point) "the Lorentz invariance of electric charges is too". These two facts do not seem to imply each other. Thus, both facts must be considered concomitantly, in order to insure the Galilean principle of relativity, with respect to all inertial frames of reference, which is the underlying postulate of the STR. Indeed the constancy of the speed of light, all alone, does not seem to suffice to insure the validity of this principle, and this is why, exactly, Einstein cared to state the second postulate of the STR (regarding the sameness of the laws of nature with regards to all inertial frames of reference), although he did not make any use of it, throughout. ${ }^{2}$

[^4]Once we have the two evidences of concern (i.e. the Lorentz invariance of electric charges, and that of the speed of light), we can right away derive the known Coulomb Force, though reigning between two static charges, exclusively.

The conclusion we will arrive at is that, Eq.(1) is incorrect, if $q$ is in motion. And this is implied by the law of conservation of energy. In other words, assuming that Eq.(1) is valid, were q is in motion, as controversial as this may be, constitutes a clear violation of the law of conservation of energy.

## II. POSTULATES

In order to proceed, we will forget how we actually define and use the historical Coulomb Force, and will introduce two postulates. Here is the first one.

Postulate: The Coulomb Force, reigning between two electric charges $Q$ and $q$, both strictly at rest, is proportional to the product of the intensities of these charges, and is inversely proportional to the nth power of the distance separating, $Q$ and $q$.

Thus beforehand, we assume that Coulomb Force reigning between two charges Q and q , both at rest, separated by a distance $\mathrm{r}_{0}$ behaves, in CGS unit system, as

$$
\begin{equation*}
\mathrm{F}_{\mathrm{C} 0}=\frac{\mathrm{Qq}}{\mathrm{r}_{0}^{\mathrm{n}}} \tag{2}
\end{equation*}
$$

## (present assumption about Coulomb Force reigning, between just two static charges)

the exponent n , is a priori, not known.
Though, empirically we know that n is very close to 2 , a priori, we still do not know the exact value of it. The system made of Q and q , can be a dipole, such as a water molecule.

In water molecule, the oxygen atom (O) attracts, respectively the two binding electrons of the hydrogen $(\mathrm{H})$ atoms, delineating an angle HOH of about $105^{\circ}$. This makes that, the hydrogen atoms get charged positively, and the oxygen atom, negatively. Thus, water molecule can indeed be described by a dipole, made of -2 e situated nearby the oxygen atom, and +2 e situated on the median of the triangle HOH , in between the hydrogen atoms; e is the electron's charge intensity. We call $\mathrm{r}_{0}$ the distance between the two representative charges +2 e and -2 e . We further call $\mathrm{m}_{0}$, the mass of the water molecule, at rest. Thus the above postulate says that, the force acting between the charges +2 e and -2 e in a water molecule obeys Eq.(2).

The second postulates we will introduce, consists in the Lorentz invariance of electric charges.

If the electric charges were not Lorentz invariant, say, in an excited atom, an energetic electron (moving with a velocity different than the velocity it would bear at the ground level), would exhibit an electric charge intensity, different than the electric charge intensity, it would display at the ground level; this would amongst other things

[^5]alter even the neutrality of atoms, which is not the case. Thus, we state our next postulate.

## Postulate: Electric charges are Lorentz invariant.

Recall that the Lorentz invariance of electr5ic charges, does not seem to be implied by the Lorentz invariance of the speed of light. Thus, at the stage where we are, both of the evidences (perhaps others, such as the Lorentz invariance of nuclear charges) must be considered concomitantly, in order to insure the "Galilean principle of relativity" (which happens to be the underlying postulate of the STR). We will elaborate on this, in the conclusion of this article, in the light of a derivation of a quantum mechanical theorem we provide in a subsequent article, where we show that the Lorentz invariance of electric charges represents more than the content of a postulate. It is indeed a requirement imposed by a unique matter architecture, which is in return a necessity to insure the Galilean principle of relativity, as well as the end results of the general theory of relativity.
It should be emphasized that, nowhere we had access to, the Lorentz invariance of electric charges is considered as a postulate or a primordial ingredient of a fundamental theory.
Note that, the above postulate naturally implies the Lorentz invariance of the product of any two charges, as well.

## III. DERIVATION OF COULOMB FORCE BASED ON THE STR AND THE LORENTZ INVARIANCE OF ELECTRIC CHARGES

Now we are ready to show the following theorem.
Theorem: Were Coulomb Force reigning, between two static charges, assumed to act as $1 / \mathrm{r}_{0}^{2}, \mathrm{r}_{0}$ being the distance separating the two charges, and $n$ being a priori unknown, then based on the STR, $n$ must exclusively assume the value of 2 .

This theorem can be proven by noting that the quantity H ,

$$
\begin{equation*}
\mathrm{H}=\text { force } \mathrm{x} \text { mass } \mathrm{x} \text { length }{ }^{3}, \tag{3}
\end{equation*}
$$

is Lorentz invariant.
Proof of the Fact that, the Quantity $H=$ force $\mathbf{x}$ mass $x$ length $^{3}$ is Lorentz Invariant

In fact, dimensionally speaking, H amounts to the square of Planck Constant, which in return is Lorentz invariant.
Note indeed that Planck Constant's dimension [P] is

$$
\begin{equation*}
[\mathrm{P}]=[\text { mass }] \times[\text { length }]^{2} \times[\text { period of time }]^{-1}=\lfloor\sqrt{\mathrm{H}}\rfloor . \tag{4}
\end{equation*}
$$

Here, as customary, the quantities in between brackets represent respectively, the dimensions of the quantities coming into play.

We can quickly check the Lorentz invariance of Planck Constant in the following way. Suppose that a quantity bearing the dimension of P , is brought to a uniform translational motion, for simplicity (but without any loss of generality), along the direction of the length in consideration.

The speed of light is Lorentz invariant; thus, as usual, the quantity of dimension

$$
\begin{equation*}
[\mathrm{C}]=[\text { length }] \times[\text { period of time }]^{-1}, \tag{5}
\end{equation*}
$$

is Lorentz invariant. Yet, while mass is increased, length is contracted. Therefore, the quantity of dimension

$$
\begin{equation*}
[\mathrm{I}]=[\text { mass }] \times \text { [length }], \tag{6}
\end{equation*}
$$

remains invariant.
Hence, any quantity bearing the dimension [P], with respect to a uniform translational motion, remains Lorentz invariant. Accordingly the square of [P], i.e. [H] or the quantity H, itself of Eq.(3), is Lorentz invariant too (c.q.f.d.).
Proof of the Above Theorem, Based on the Lorentz Invariance of

$$
H=\text { force } x \text { mass } x \text { length }{ }^{3}
$$

Suppose now, we bring the dipole representing the water molecule's electric charge structure, to a uniform translational motion of velocity $u$, along the direction of the line connecting the electric poles. Through the motion, the quantity [cf. Eq. (6)],

$$
\begin{equation*}
\mathrm{I}=\mathrm{m}_{0} \mathrm{r}_{0}=\left(\gamma \mathrm{m}_{0}\right)\left(\frac{\mathrm{r}_{0}}{\gamma}\right), \tag{7}
\end{equation*}
$$

remains invariant; $\gamma$ is the Lorentz dilation factor, i.e.

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{1-\frac{\mathrm{u}^{2}}{\mathrm{c}^{2}}}} ; \tag{8}
\end{equation*}
$$

c is the speed of light in empty space.
Thence (owing to the fact that the electric charges are Lorentz invariant), it becomes evident that, the Lorentz invariance (in CGS unit system) of the quantity

$$
\begin{gather*}
\mathrm{H}=(\text { force }) \times(\text { mass }) \times(\text { distance })^{3} \\
=\frac{\mathrm{Qq}}{\mathrm{r}_{0}^{\mathrm{n}}} \times \mathrm{m}_{0} \times \mathrm{r}_{0}^{3}=\frac{\mathrm{Qq}}{\mathrm{r}_{0}^{\mathrm{n}}} \times \operatorname{IXr} r_{0}^{2}=\frac{\mathrm{Qq}}{\mathrm{r}_{0}^{\mathrm{n}} \gamma^{-\mathrm{n}}} \times \mathrm{Xr}_{0}^{2} \gamma^{-2}=\text { Constant }, \tag{9}
\end{gather*}
$$

holds, if and only if $\mathrm{n}=2$, i.e. if Coulomb Force, behaves as

$$
\begin{equation*}
\mathrm{F}_{\mathrm{C} 0}=\frac{\mathrm{Qq}}{\mathrm{r}_{0}^{2}} \text { (c.q.f.d.) . } \tag{10}
\end{equation*}
$$

(Coulomb Force setup, for two static charges, as imposed by the STR)

We have come to demonstrate that, if Coulomb Force between two static charges behaved as $\mathrm{Qq} / \mathrm{r}_{0}^{\mathrm{n}}$, then owing to the Lorentz invariance of electric charges, the STR, imposes that n must strictly be 2 . This ends the proof of the above theorem.

The fact that the $1 / r_{0}^{2}$ dependency of Coulomb Force, for two static charges, is imposed by the STR, is certainly correlated with the fact that, this dependency is, well furnished as a result of the Klein Gordon Equation, erected via replacing the energy and momentum quantities in the relativistic equation

$$
\begin{equation*}
\mathrm{p}^{2} \mathrm{c}^{2}+\mathrm{m}_{0 \infty}^{2} \mathrm{c}^{4}=\mathrm{E}^{2}, \tag{11}
\end{equation*}
$$

by the corresponding quantum mechanical symbolism; here p is the momentum of a moving particle of rest mass $\mathrm{m}_{0 \infty}$, and E its total energy. With regards to Coulomb Force, the rest mass $\mathrm{m}_{0 \infty}$ is taken to be zero.

Note yet that, the derivation in question does not tell us anything about the Lorentz invariance of the electric charges. Furthermore, note that it does not tell us anything in regards to whether Coulomb Force would hold or not, if the test charge were in motion with regards to the source charge.

## IV. CONCLUSION: THE SPATIAL DEPENDENCY OF COULOMB FORCE ACTING BETWEEN STRICTLY STATIC CHARGES, IS IMPOSED BY THE STR, INSURING A UNIQUE MATTER ARCHITECTURE, WHILE LEAVING THE ELECTRIC CHARGES LORENTZ INVARIANT

It is useful to condense our derivation leading to Eq.(10), into a new theorem.
Theorem: Given that electric charges are Lorentz invariant, the known structure of Coulomb Force, reigning, between two static charges exclusively, is imposed by the STR.

In a subsequent paper, we show that, the Lorentz invariance of electric charges is more than the content of a postulate. We will further elaborate on this below.

Thus the previous theorem can be reformulated as follows.
Theorem: "The constancy of the speed of light in empty space with regards to all Galilean frames of reference", and "the spatial behavior of Coulomb Force between two static charges", are interrelated occurrences. This behavior, is consequently, a validation ground of the STR, or the same, the STR imposes the spatial behavior in question.

This is deep. The structure of Coulomb Force constitutes, already at rest, a check of the validity of the STR. In order to pass such a test, the way we have proven, Coulomb Force must indeed be built as delineated by Eq.(10). Conversely, amongst other things, because Coulomb Force is built that way, the known results of the STR hold. Let us explain this, a bit more.

Consider a given weight and a stick meter brought side by side to a uniform translational motion, for simplicity, along the direction the latter lies on. Both are subject to Lorentz transformations. The mass of the weight, as referred to an outside fixed observer dilates as much as the Lorentz factor coming into play, and the stick meter contracts just as much.

However, the stick meter too, has a mass which should dilate just as much, and the weight evidently has dimensions; thus, its size along the direction of motion should contract, still as much.

The mass of the stick meter with respect to its length is in general arbitrary. Likewise, the size of the weight with respect to the mass of this latter is also, in general, arbitrary.

Not all weights and their respective sizes, though, are arbitrary. Similarly not all lengths and masses of the objects respectively bearing the lengths in question, are altogether arbitrary.

Indeed the mass of an object and its size may somehow be interrelated. The size of the hydrogen atom for instance, is not independent of its mass, and in order to cope with the end results of the STR, they should, already at rest, be structured as inversely proportional to each other, so that when the hydrogen atom is brought to a uniform translational motion; as its mass dilates, its size along the direction of motion contracts, just as much.

The proportionality constant in consideration, must then be a Lorentz invariant constant. As we refer to an atomic entity, the proportionality constant must as well be a universal constant; thence, this must be a universal Lorentz invariant constant.

A simple analysis on the basis of even the Bohr Atom Model in effect, shows that, owing to the Bohr Postulate, as well as Coulomb Force reigning between the proton and the electron, the size of the hydrogen atom, and its reduced mass, turn out to be inversely proportional to each other, the proportionality constant being $\mathrm{h}^{2} /\left(4 \pi^{2} \mathrm{e}^{2}\right),{ }^{3}$ where h is the Planck Constant and e is the electron's, or the proton's charge intensity. (Note that, were the hydrogen atom brought to a uniform translational motion, once both the electron mass and the proton mass dilate, their reduced mass too, dilates as much.)

Thus, the proportionality constant of the relationship relating the size of the hydrogen atom to the reduced mass of the atom becomes $\mathrm{h}^{2} /\left(4 \pi^{2} \mathrm{e}^{2}\right)$; it is indeed a Lorentz invariant universal constant, given that both e and $h$ are.

Recall that we have postulated e's Lorentz invariance based on an empirical evidence. At this point it is worth to notice that, unless e (next to h ) is Lorentz invariant, the coefficient $h^{2} /\left(4 \pi^{2} \mathrm{e}^{2}\right)$ would not be Lorentz invariant and the Galilean principle of relativity would fail.

Thus the relativistic invariance of the electron charge can essentially be considered as a requirement drawn by the Galilean principle of relativity. This point will be elaborated in a subsequent article, and is worth to be stated as a separate theorem.

[^6]Theorem: The Lorentz invariance of electric charges is a requirement imposed by a unique matter architecture, which is in return a necessity to insure the Galilean principle of relativity, as well as the end results of the general theory of relativity.

Anyway, what we come to say is that, as a general rule, mass and size delineated by any wave-like entity, already at rest, ought to be structured, as inversely proportional to each other, so that, if the object is brought to a uniform translational motion, while mass, as expected, dilates by the Lorentz factor, the size contracts, concurrently, as much. This occurrence once again, can only be achieved, if the mass and the size in consideration are structured as inversely proportional to each other, and this, as mentioned, already at rest. The proportionality constant, must on the other hand, be a Lorentz invariant constant. For atomistic and molecular object, for instance, it is made of electric charges and the Planck constant (which are furthermore, universal Lorentz invariant constants).

The disclosure we just made about the pair of [mass and size], can be right away extended to the pairs of [mass and period of time], and [size and period of time], to be associated with the internal mechanism of a wave-like object. Thus, the quantities taking place within these latter two pairs too, already at rest, ought to be installed two by two, in such a manner that, the end results of the STR hold, were the object brought to a uniform translational motion.

The relationships we reveal indeed, delineate a Lorentz invariant cast. This finding can further be derived as the solution of the "appropriate quantum mechanical description" $[2,3]$, as will be elaborated in a subsequent article.
At this point, it is important to recall a remark made by R. Feynman [4]:

- Strangely enough, it turns out (for reasons we do not at all understand) that the combination of relativity and quantum mechanics as we know them, seems to forbid the invention of an equation fundamentally different than Gauss Law (i.e. essentially Coulomb's Law), and which does not at the same time leads to some kind of contradiction. Not simply a disagreement with experiment, but an internal contradiction. As, for example, the prediction that the sum of the probabilities of all possible occurrences is not equal to unity, or that energies may sometimes come out as complex numbers, or some other such idiocy. No one has yet made up a theory of electricity for which Gauss Law is understood as a smoothed-out approximation to a mechanism underneath, and which does not lead ultimately to some kind of an absurdity.

Well, we believe, we have brought an explanation to Feynman's worries and queries. It is that the spatial behavior of Coulomb Force (reigning between two static charges), is implied by the STR. It is this force, in all atomic and molecular structures, which, along with the cast imposed by the Planck Constant (i.e. essentially de Broglie relationship), insures a given architecture between masses, lengths and energies, coming into play. This is how one can test the validity of the STR, already at rest. (Along this line, note that, as shown in a subsequent article, even the outcome of a non-relativistic quantum mechanical description, but based on Coulomb Force, happens to be Lorentz invariant.)

If Coulomb Force were not built the way it is, then the STR, more fundamentally the Galilean principle of relativity, would be broken. This latter principle (and not the constancy of the speed of light), furthermore imposes that the electric charge is Lorentz invariant. Thus the invariance of the electric charge is not only an empirical evidence, but is, fundamentally required by the Galilean principle of relativity.

In any case, so far we still do not know, whether Eq.(10) is valid, if q is in motion (assuming that Q is anyway at rest). Though we now, know that, Eq.(10) is a universal law of nature, if both Q and q are at rest.

But, as stated, this occurrence does not offer to us any knowledge, in view of whether Coulomb Force's expression remains the same, or how Coulomb Force will be transformed, if $q$ (with regards to Q), is in motion. Thus apparently, we have no reason to assume that Eq.(10) is still valid, if the test charge q is in motion.

Nonetheless at this stage, again, we have every reason to believe that Eq.(10) is a fundamental law of nature (reigning between two static charges), imposed by the STR (given the Lorentz invariance of electric charges, which in return is fundamentally required by the Galilean principle of relativity).
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# THE SPATIAL BEHAVIOR OF COULOMB AND NEWTON FORCES, YET REIGNING BETWEEN EXCLUSIVELY STATIC CHARGES, IS THE SAME MUST, DRAWN BY THE SPECIAL THEORY OF RELATIVITY 

## PART II: UNDER THE GIVEN CIRCUMSTANCES, NEWTON FORCE - JUST LIKE COULOMB FORCE - IS A FUNDAMENTAL LAW OF NATURE

Tolga Yarman<br>Okan University, Akfirat, Istanbul, Turkey<br>(tyarman@gmail.com)

In the previous article, we have shown that the spatial behavior of Coulomb Force reigning between two static charges, exclusively, is (not only compatible with, but is also) imposed by the special theory of relativity, more profoundly, the underlying Galilean principle of relativity.

Herein we do the same for Newton Force reigning between two static masses, exclusively.

In a subsequent article, we will show that, quite on the contrary to the general wisdom, neither Coulomb Force, nor Newton Force holds if the - electric or gravitational - test charge in consideration, is in motion (the source charge being as usual, considered at rest, throughout). Assuming the opposite (i.e. asserting that Coulomb Force, or Newton Force holds if the test charge is in motion), constitutes a violation of the law of conservation of energy.

Our approach removes the blockade toward a unification of fields, and the quantization of the gravitational field (hindered by the general theory of relativity).
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## I. INTRODUCTION

The classical Newton Force ${ }^{4}$ is assumed to act, between a "source mass" at rest, and a "test mass", either at rest or in motion. The denominations of "source mass" and "test mass" are arbitrary, but useful in simplifying the presentation.
Let us then define the following quantities.
M : mass of the gravitational source, such as the Sun, assumed at rest, throughout m : mass of the test object, such as a planet, interacting with M
$r$ : distance between the test object and the gravitational source, assumed to be at the center of the coordinate system
$\mathrm{F}_{\mathrm{C}}$ : strength of the Classical Newton Force reigning between M (at rest) and m (either at rest or in motion)
G : universal gravitational constant ( $6.67 \times 10^{-11} \mathrm{SI}$ )
Thus, as usual

[^7]\[

$$
\begin{equation*}
\mathrm{F}_{\mathrm{CN}}=\mathrm{G} \frac{\mathcal{M} \mathrm{~m}}{\mathrm{r}^{2}} \tag{1}
\end{equation*}
$$

\]

(Classical Newton Force reigning between the two masses, no matter whether m is at rest, or in motion)

Herein we propose to show that, Eq.(1) is anyway correct, for a test mass at rest, and this result, is a must, directly imposed by the special theory of relativity (STR). The finding in question will constitute the basis of the derivation we will present, in a subsequent paper.

The conclusion we will derive is that, Eq.(1) is incorrect, if $m$ is in motion. And this is implied by the law of conservation of energy. In other words, assuming that Eq.(1) is valid, were $m$ is in motion, constitutes a violation of the law of conservation of energy.

## II. POSTULATES

In order to proceed, we will forget how we actually define and use the historical Newton Force, and will introduce two postulates.

Postulate: The Newton Force, reigning between two gravitational charges $M$ and $m$, both exclusively at rest, is proportional to the product of these masses, and is inversely proportional to the nth power of the distance separating them.

Thus beforehand, we assume that the Newton Force reigning between two masses M and m , both at rest, separated by a distance $\mathrm{r}_{0}$ behaves, as

$$
\begin{equation*}
\mathrm{F}_{\mathrm{N} 0}=\mathrm{G} \frac{\mathcal{M} \mathrm{~m}}{\mathrm{r}_{0}^{\mathrm{n}}} ; \tag{2}
\end{equation*}
$$

(present assumption about Newton Force reigning between just two static masses)
the exponent n , is a priori, not known.
Though, empirically we know that n is very close to 2 , a priori, we still do not know the exact value of it.

The system made of $M$ and $m$, can be a conceived to consist in the Sun and a proton at rest at an altitude $r_{0}$ measured from the center of the Sun, as viewed from a distant observer, whose frame, for simplicity, is assumed at rest with regards to the Sun. Let us ignore the Sun's rotation around its own axis.

Now, note that the structure of the above equation is the same as that of Eq.(2) of Part I, i.e.

$$
\mathrm{F}_{\mathrm{C} 0}=\frac{\mathrm{Qq}}{\mathrm{r}_{0}^{\mathrm{n}}}[\text { Eq. }(2) \text { of Part I) }] .
$$

(present assumption about Coulomb Force reigning between just two static charges)
Since electric charges are Lorentz invariant (cf. the Second Postulate of Part I), we should expect that the product GMm of Eq.(2), is also Lorentz invariant.

The assumption about the Lorentz invariance of electric charges, and subsequently that of GMm, is as primordial as the assumption about the constancy of the speed of light, in order to insure the Galilean principle of relativity (i.e. the underlying principle of the STR).

Thus, we state our next postulate.
Postulate: The product GMm taking place in the expression of the Newton Force acting between two static masses, is Lorentz invariant.

The universal gravitational constant G , is not Lorentz invariant, since neither masses M or m , is. Henceforth, G is not as universal as one may think it is. (The speed of light is, the electric charge is, but G is not.) In a uniform translational motion G is multiplied by $1 / \gamma^{2}$, since masses are dilated by $\gamma$ (the usual, Lorentz dilation factor).

Note that we have tacitly assumed that the exponent $n$ taking place in Eq.(2) above, and Eq.(2) of Part I (written above), is the same. In effect, the dimension of Qq or that of GMm is determined by the choice of the exponent $n$.

At any rate, whether linked to the Lorentz invariance of electric charges, or not, here our start point is the above postulate.

It seems obvious that, had GMm have the same dimension as that of Qq , thus were it Lorentz invariant (just like Qq is, given that electric charges are), then the Lorentz invariance of GMm would not be implied by the Lorentz invariance of the speed of light. Thus, at the stage where we are, the Lorentz invariance of both the speed of light and GMm (perhaps others, such as the Lorentz invariance of nuclear charges) must be considered concomitantly, in order to insure the "Galilean principle of relativity" (which happens to be the underlying postulate of the STR). We have elaborated on this point in the preceding article, in the light of a derivation of a quantum mechanical theorem presented in the appendix of this article. Thus we have shown that the Lorentz invariance of electric charges, or similarly that of Qq is a requirement imposed by a unique matter architecture, which is in return a necessity to be achieved in order to insure the Galilean principle of relativity, as well as the end results of the general theory of relativity. The same applies to the Lorentz invariance of the product GMm.

It should be emphasized that, nowhere we had access to, the Lorentz invariance of GMm is considered as a postulate or a primordial ingredient of a fundamental theory; the Lorentz invariance of this quantity, is not even mentioned.

## III. DERIVATION OF NEWTON FORCE BASED ON THE SPECIAL THEORY OF RELATIVITY AND THE LORENTZ INVARIANCE OF GM m

Now we are ready to show the following theorem.
Theorem: Were Newton Force reigning, between two static masses, assumed to act as $1 / r^{n}, n$ being a priori unknown, then based on the STR, $n$ must exclusively be 2.

This theorem can be proven by considering the Lorentz invariant quantity [cf. Eq.(3) of Part I [1],

$$
\begin{equation*}
\mathrm{H}=(\text { force }) \mathrm{x}(\text { mass }) \times(\text { length })^{3} . \tag{3}
\end{equation*}
$$

(Lorentz invariant quantity, we consider)

Suppose now, we view our system made of the Sun of mass M and a tiny object, say a proton of mass $m$, at rest with regards to the Sun, from the center of the Galaxy, still assuming that the Sun does not rotate around itself. (The Sun though, rotates around the center of the Galaxy, together with the solar system).

The relatively small rotational motion of the Sun around the center of the Galaxy, can well be considered as a uniform translational motion.

Thus, envisage the gravitational attraction force between M and m . This force, when assessed relative to the center of the Galaxy, is not the same force, if assessed from the frame of a distant observer, assumed for simplicity, at rest relative to the Sun. Suppose we define G, in this latter frame.

The quantity GmM [bearing the dimension of (electric charge) ${ }^{2}$ ], remains the same, regardless we consider it relative to the center of the Galaxy, or relative to the distant observer, at rest relative to the Sun. But, the way we have pointed out, right above, $M$ and $m$ are not the same if assessed relative to the center of the Galaxy. Thus, the gravitational constant $G$ does not remain the same when one switches from the first frame of reference, to the second.

Through the rotational motion of the Sun around the center of the Galaxy, the quantity,

$$
\begin{equation*}
\mathrm{I}=\mathcal{M} \mathrm{r}_{0}, \tag{4}
\end{equation*}
$$

remains invariant, supposing for simplicity (but without any loss of generality) that the direction of the motion of the Sun around he Galaxy is the same as that of $r_{0}$. More specifically,

$$
\begin{equation*}
\mathrm{I}=\mathcal{M} \mathrm{r}_{0}=(\gamma \mathcal{M})\left(\frac{\mathrm{r}_{0}}{\gamma}\right)=\mathcal{A n} \text { Invariant } ; \tag{5}
\end{equation*}
$$

$\gamma$ is the Lorentz dilation factor, i.e.

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{1-\frac{u^{2}}{c^{2}}}} ; \tag{6}
\end{equation*}
$$

$u$ is the velocity of the Sun around along its motion around the Galaxy; $c$ is the speed of light in empty space.

Thence (owing to the fact that the quantity GMm is Lorentz invariant), it becomes evident that, the Lorentz invariance of the quantity

$$
\begin{gather*}
\mathrm{H}=\left(\text { force } \mathrm{x} \text { (mass) } \mathrm{x}(\text { length })^{3}\right. \\
=\frac{\mathrm{G} \mathscr{M m}}{\mathrm{r}_{0}^{\mathrm{n}}} \times \mathscr{M} \times \mathrm{r}_{0}^{3}=\frac{\mathrm{G} \mathscr{M m}}{\mathrm{r}_{0}^{\mathrm{n}}} \times I \times \mathrm{r}_{0}^{2}=\frac{\mathrm{G} \mathscr{M m}}{\mathrm{r}_{0}^{\mathrm{n}} \gamma^{-\mathrm{n}}} \times I \times \mathrm{r}_{0}^{2} \gamma^{-2}=\text { Constant }, \tag{7}
\end{gather*}
$$

holds, if and only if $\mathrm{n}=2$, i.e. if Newton Force, behaves as

$$
\begin{equation*}
\mathrm{F}_{\mathrm{C} 0}=\frac{\mathrm{G} \mathscr{M} \mathrm{~m}}{\mathrm{r}_{0}^{2}} \text { (c.q.f.d.) } \tag{8}
\end{equation*}
$$

(Newton Force set-up, for two static charges, as imposed by the STR)
We have come to demonstrate that, if Newton Force between two static masses behaved as $G \mathcal{M m} / \mathrm{r}_{0}^{\mathrm{n}}$, then the STR, imposes that n must strictly be 2 .

This ends, the proof of the above theorem.
It is important to recall that the foregoing derivation does not tell us anything about Newton Force expression if m is in motion relative to M .

## IV. CONCLUSION: NEWTON FORCE ACTING BETWEEN STRICTLY STATIC GRAVITATIONAL CHARGES, IS A FUNDAMENTAL LAW OF NATURE, IMPOSED BY THE STR

It is useful to condense our derivation leading to Eq.(11), into a new theorem
Theorem: Given that the product GmM is Lorentz invariant, just like the product of two electric charges is, the known structure of Newton Force reigning between two static masses exclusively, is imposed by the STR.

In Appendix A, of the preceding article we show that, the Lorentz invariance of electric charges, thus similarly, that of the product of two electric charges, is more than the content of a postulate. In fact, as we have demonstrated on the basis of quantum mechanics, it becomes a must insuring the Galilean principle of relativity. The same obviously holds with regards to the product GmM .

Thence the previous theorem can be reformulated as follows.
Theorem: "The constancy of the speed of light in empty space with regards to all Galilean frames of reference", "the spatial behavior of the Newton Force between two static gravitational charges", are interrelated occurrences. This behavior is then a validation ground of the STR, or the same, the STR imposes the spatial behavior in question.

This is deep. The structure of Newton Force constitutes, already at rest, a check of the validity of the STR. In order to pass such a test, the way we have proven, Newton Force must indeed be built as delineated by Eq.(8). Conversely, amongst other things, because Newton Force is built that way, the known results of the STR hold. In any case, so far we do not know, whether Eq.(8) is valid, if m is in motion (assuming that M is anyway at rest).

Though we now know that, Eq.(8) is a universal law of nature, imposed by the STR, if both $M$ and $m$ are at rest. Anyway, as stated, this occurrence does not offer to us any knowledge, in view of whether Newton Force's expression remains the same, or how Newton Force will be transformed, if $m$ (with regards to $M$ ), is in motion.

Thus apparently, we have no reason to assume that Eq.(8) is still valid, if the test mass m, is in motion. Quite on the contrary, asserting that Coulomb Force, or Newton Force holds if the test charge, is in motion), as we will show in subsequent articles, constitutes a clear violation of the law of conservation of energy. Nonetheless at this stage, we have every reason to believe that Eq.(8) is a fundamental law of nature (reigning between two static masses), imposed by the STR.

Our approach removes the blockade toward a unification of fields, and the quantization of the gravitational field hindered by the General Theory of Relativity [2,3]
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# WHICH SPECIAL RELATIVITY THEORY IS CORRECT EINSTEIN'S OR LORENTZ'S ? 

Tony J. Carey

An analysis is given of the spectral observations of stellar object SS 433 which interprets its transverse Doppler shift in term of Lorentz's ether-based theory of relativity rather than Einstein's special relativity theory. A Lorentz based prediction is made that pulsars will show a second order Doppler effect in the form of an annual cycle with an amplitude of approximately 1 part in 100 million and with maximum and minimum values around the times of the winter \& summer solstices respectively. Some possible qualitative consequences of a Lorentz based approach to general relativity are discussed. In an addendum it is pointed out that the observed regular annual variations in the Earth's rate of rotation and gravitational acceleration are of the right magnitude and timing to be explained by Lorentz-type effects due to annual changes in the Earth's absolute cosmic velocity.
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## I. INTRODUCTION

The fundamental difference between Einstein's 1905 special theory of relativity (1) and Lorentz's 1904 theory of relativity (2) is that the former assumes all motion is relative and absolute velocity does not exist, whilst the latter assumes that absolute velocity does exist, and that all motion is relative to an absolute frame of reference. This paper seeks to make a case for reconsidering relativity from a Lorentzian perspective.

## II. BACKGROUND

Conceptually the ideal experiment to distinguish between Lorentz's and Einstein's theories would be one in which an ultra-fast spaceship was manoeuvred so that:-

- It was many light years from earth.
- It was travelling at right angles to the line of sight.
- Its constant velocity was a significant fraction of that of light, and:
- Light signals of known frequency were continuously emitted from the spaceship to Earth and from the Earth to the spaceship, so that physicists on Earth and on the spaceship could compare the observed frequencies of the signals with the known normal frequency.

If there is only relative velocity and no absolute velocity, then this frequency comparison would have to show a symmetrical situation, with either no frequency shift (Case A) or the same frequency shift (Case B), observed by either physicist. This principle was embodied by Einstein in his relativity theory by one of its postulates, which says: 'the same laws of electrodynamics and optics will be valid for all frames of reference for which the equations of mechanics hold good'.

For Case A no logical problems exist. But Case B is logically impossible. For example, if the Earthbound physicist observes a red shift due to time running more slowly on the spaceship, then the physicist in the spaceship can only observe a red shift of the signal from Earth if his clocks are simultaneously running both slower for emitted
signals and faster for received signals. This is due to the fact that an observer near the spaceship, and stationary with respect to Earth, will receive unshifted signals from Earth, and therefore the only possible cause of a frequency shift for the physicist in the spaceship is if his clocks are actually running at a different rate to those on Earth. So the observation of a red (or blue) shift on Earth is only logically possible if absolute velocity exists. Then, in the case of a redshift observed on Earth, the spaceship physicist would observe the signal from Earth to be blue shifted because his clocks are actually running more slowly than the Earthbound clocks.

Thus Lorentz's theory, with its assumption of absolute velocity, predicts an actual slowing of time on the spaceship which will slow down the emitted frequency, leading to a red shift being observed on Earth -this is usually called the transverse Doppler effect.

## III. THE EVIDENCE

The remarkable stellar object SS 433 provides us with the almost exact equivalent of the above experiment - lacking only the physicist on the spaceship. It is some 12,000 light years distant and is emitting jets at $26 \%$ of the velocity of light and the orientation of the jets goes through a cycle so that every 164 days the jets are travelling exactly at right angles to the line of sight. At these times the jets show a transverse Doppler red shift corresponding to that expected on the Lorentz theory for a velocity of 0.26 c . Full details of SS 433 are given by Margon (3).

## IV. DISCUSSION

So now we appear to have evidence that absolute motion exists with respect to some universal frame of reference in which atomic clocks go fastest -it will be assumed in this paper that this frame of reference is coincident with that of the cosmic microwave background radiation at 2.7 K . Therefore it is Lorentz's theory which seems to be correct. However, the paradigm shift needed to switch over to this perspective can apparently be avoided because the same prediction, of a transverse red shift, is implied by the clock prediction in Einstein's 1905 paper.

How is it that Einstein's theory can make the same prediction as Lorentz's theory about time slowing down, when such a prediction appears to be in conflict with one of its own postulates? The answer was provided by Essen (4) in a letter to Nature in which he pointed out 'The Error in the (Einstein's) Special Theory of Relativity'. He concludes his letter by saying that at that time there was no evidence concerning this aspect of the special theory, because no experimental work had been done at high velocities without accelerations. In view of this error it is not surprising that Synge (5) said that the concepts of Einstein's special relativity were incompatible with the concept of clocks that run regularly. Also, no satisfactory answer has emerged to a question by Dingle (6) as to what entitled Einstein to conclude from his theory that, as stated in the 1905 paper, 'a balance-clock at the equator must go more slowly, by a very small amount, than a precisely similar clock, situated at the poles under otherwise identical conditions.'

What is needed is an experimental test to decide between the two theories. Such a test may be possible because the vector of the Earth's net motion with respect to the cosmic microwave background lies approximately in the same plane as its orbit round the sun (7). This means that the Earth's absolute velocity oscillates by 30 km . per second with an annual cycle. From this oscillation in absolute velocity, Lorentzian relativity predicts that pulsars will show a second order, relativistic effect in their rates, in the form of an annual cycle with an amplitude of approximately 1 part in 100 million, and with maximum and minimum values around the times of the winter and summer
solstices respectively. This effect, if confirmed, would be in conflict with the relativity postulate of Einstein's special theory and is therefore a decisive test of Lorentz's theory, together with the assumption that the absolute inertial frame of reference is coincident with the frame in which the $2.7 \mathrm{~K}^{\circ}$ microwave radiation shows zero Doppler shift in any direction.

So what could actually be happening to cause high absolute velocities to change the frequency of emitted light? Lorentz assumed that the effect was due to interaction with the ether, and Vigier (8) concludes that moving clocks must interact with the local Dirac "aether". A more explicit hypothesis, linking relativity with quantum theory, is that atoms moving at high velocity pick up mass from the quantum vacuum, possibly via the hypothetical Higgs particles. This extra inertial mass then causes the vibrations of the atoms, including their electrons, to slow down. If inertial and gravitational mass do actually change as absolute velocity changes, this clearly would have major cosmological and astronomical implications. One consequence, which seems to be intuitively possible within this framework, is that very rapidly spinning astronomical objects of solar mass or greater could form hollow stable structures, like a doughnut or hollow cylinder, with much of the mass concentrated near a perimeter having a peripheral velocity close to that of light. Furthermore, there does not appear to be any intrinsic reason, from a Lorentzian perspective of such objects, as to why there could not be sufficient acceleration to matter from internal mechanisms for it to escape at a velocity less than light from within a free-fall event horizon. So matter could emerge even if light could not escape, thus enabling an object to be both a 'black hole' to light and a 'white hole' to matter. Such an object might therefore be able to recycle light into matter. It would also be able to store energy as real relativistic mass. The significance of these possibilities is that they could help with the understanding, not only of the jets of SS 433, but also of jets from quasars and the very massive objects at the centres of galaxies.

## V. CONCLUSION

In the context of the unsatisfactory aspects of Einstein's special relativity, as described by Essen (4) and Synge (5) in 1968, and as further outlined above for the particular case of an astronomically based transverse Doppler effect, the observations of SS 433 may be considered to represent a prima facie case for reconsidering relativity from a Lorentzian perspective of absolute velocity, particularly as at least one absolute frame of reference, the cosmic microwave one, has been established. A test of the Lorentzian hypothesis, combined with the assumption that the absolute inertial frame of reference is coincident with this frame, is that it predicts that pulsars will show a second order, relativistic effect in their rates, in the form of an annual cycle with an amplitude of approximately 1 part in 100 million, and with maximum and minimum values around the times of the winter and summer solstices respectively. It is suggested that a Lorentzian based general relativity, with the consequent postulate of real increases in inertial and gravitational mass with velocity, might lead to improved understanding of the ultra high velocity jets emerging from astronomical objects such as SS 433, quasars and galactic nuclei.

## VI. 2008 ADDENDUM

What might be the effect on the Earth itself of this seasonal variation in its absolute velocity? A modified version of the Lorentz approach to special relativity yields predictions that are in basic agreement with present observations. This modified 'Lorentzian' approach is based on the following three postulates:

1. That mass, due to an interaction with the quantum vacuum (Higgs particles ??), varies with absolute velocity in relation to the framework of the cosmic black body background radiation
2. That the angular momentum of a rotating body, such as the Earth, remains constant even when its total mass is varying through changes in its absolute velocity.
3. That relativistic changes in the rate of working of atomic clocks are due to their increase in mass and that, as in standard oscillator theory, their frequency varies with the square root of their mass.

For the seasonal period of maximum absolute velocity of the Earth, which just happens to coincide with the time around the winter solstice, mass is predicted to be at a maximum, compared to the time of minimum mass, by a relativity factor of one part in 100 million ${ }^{5}$. Now if the angular momentum (ref. Postulate 2) approximately remains constant, the Earth's rate of rotation will slow by this factor. At the same time atomic clocks will also be slowed by a factor of approximately half this due to the oscillator dependence on the square root of the mass (ref Postulate 3). Thus this modified Lorentzian theory predicts a nett observed slowing at the winter solstice of the rate of rotation of the Earth, in relation to the standard astronomical framework of very distant galaxies, of the order of one part in 200 million and a corresponding speeding up at the summer solstice.

In addition, the predicted increase in mass would cause a seasonal fluctuation in the observed acceleration due to gravity, g , by a factor of about one part in 100 million.

Observations of seasonality of day length (See note 1 ) and gravity (see note 2 ) are of the predicted direction and order of magnitude. Current hypotheses to explain these seasonal variations are all terrestrially linked. Such hypotheses would be consistent with considerable year-to-year variability in the timing of the cycles. In contrast, the cosmological hypothesis above predicts that, within experimental error, there would be constancy in the year-to-year timing of the cycles. Further observations and data analysis are needed to be able to say whether the terrestrial or cosmological approach best fits the facts.

Note 1: Go to: www.jpl.nasa.gov/earth/features/longdays.html for details of paper by Dr Richard Gross.
Note 2: Ref: Seasonal Gravity Variation, by Sato et al., Geophysical Research Abstracts, Vol. 5, 14120, 2003
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## NOTATION

particles

| $\bigcirc$ non－spining meson |  |
| :---: | :---: |
| （ spinning meson |  |
| 11 virtual pion |  |

## currents

| pionic current | $\xrightarrow{\sim \rightarrow-r} \eta_{\text {－mesonic current }}$ |
| :---: | :---: |
| $\longrightarrow \rho$－mesonic current | $\Longrightarrow$ X－mesonic current |
| ニニニキニ $\Rightarrow \omega$－mesonic current |  |
|  <br> inter－pion spring bond |  |

# NUCLEAR STRUCTURE FROM NAÏVE MESON THEORY, PART 1 
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## I. INTRODUCTION

In 1958 R.B. Leighton lamented "... on the one hand, no one seriously doubts that the meson theory is at least qualitatively correct, but on the other hand, not a single quantity has yet been calculated and measured with sufficient accuracy to constitute a convincing confirmation of its quantitative correctness". The $50^{\text {th }}$ anniversary of this statement is an appropriate occasion to review progress in understanding meson theory and nuclear structure - a topic that epitomizes Relativistic concepts by encompassing the quickest and most energetic of all processes, with mass and energy being routinely inter-convertible, and nuclear binding-energies directly calculated from "missing mass" by means of Einstein's famous formula $\mathrm{E}=\mathrm{mc}^{2}$.

On a philosophical level, Relativity can be about viewing the world from different frames of reference - what would the world look like if we could ride a beam of light? In like vein we could ask what nuclear processes and structures would look like from the relativistic frame of reference of, say, a meson? Processes that take say 10-22 seconds in our macro-worldview, would represent an eternity for some highly accelerated and short-lived elementary particles. Mesonic currents flowing between nucleons would seem steady and eternal, instead of so brief that we in the big world can only think of them in terms of probability and uncertainty.

This paper argues that nuclear processes, and nuclear structure itself, becomes almost trivially Newtonian from the frame of reference of mesonic currents, providing an unexpectedly simple "ball and stick" type general solution to the N -body problem in nuclear physics (similar to molecular structures in chemistry), universally enabling nuclear binding energies to be calculated to a few significant figures using little more than mental arithmetic based upon intuitive circuit diagrams. This is in stark contrast to the horrendously complex supercomputer computations, based on wave mechanics, which basically don't work and are still struggling with the mere Three Body ("Borromeo") problem that may be insoluble in principle.

This paper offers the first real (albeit approximate) general solution to the N -body problem in nuclear physics, accounting for exotic halo and superdeformed nuclear states as well as nuclear shells, in terms of a new system of mesonic circuit diagrams that are to nuclear physics what the Feynman diagrams are to quantum electrodynamics. Doing nuclear binding energy calculations from a relativistic meson's frame of reference is no more mysterious than using logarithms to turn multiplications into additions.

## II. NUCLEAR BONDS FROM MESONIC CURRENTS

In 1935 Hideki Yukowa predicted the existence of the lightest of all mesons, the nonspinning $\pi$-meson, now simply referred to as the "pion", that exists in both charged and uncharged varieties with slightly different masses. He correctly argued that it was an exchange particle responsible for the strong nuclear force. His mass estimate for these particles was accurate, and soon confirmed by the experimental discovery of charged pions (of approximate mass 140 MeV ) in 1947, followed by the neutral pion (of approximate mass 135 MeV ) in 1950.

There are reasons for believing that pions are basic building blocks from which larger mesons are made. Firstly pions are common decay products and, secondly, larger mesons invariably seem to have masses that differ by precise amounts equivalent to an integral number of pion masses. This is obvious in the case of heavier non-spinning ("pseudo-scalar") mesons, but also true for spinning ("vector") mesons if one takes into account a relativistic mass contribution arising from the fact that their ends are spinning at the speed of light.

In a domain where mass and energy are inter-convertible, in accordance with Einstein's famous formula $E=\mathrm{mc} 2$, the exchange of a pion between two nucleons can be thought of as a current flow that creates an inter-nucleon bond of strength $1 / 2 \mathrm{a}$, for a constant a that we shall discuss further.


In such diagrams we represent a single pionic "current" by a dashed arrow or, sometimes, just a dashed line-segment



ABOVE: ${ }^{2}$ Helium, the di-proton, nett binding energy $\pi=1 / 2 \mathrm{a}$ (experimental value -1.285 MeV ).

RIGHT: ${ }^{3}$ Lithium, the tri-proton, nett binding energy $3 \pi=3 \times 1 / 2 a$ (experimental value -3.86 MeV ).


Examples of nuclei that are held together by uncharged mesons exchanging between $s$ imilarly charged nucleons. The proton-proton bond-strength (which also equals the neutronneutron bond-strength) can be accurately determined from such nuclei.

The di-proton ( ${ }^{2}$ Helium), and also the tri-proton ( ${ }^{3}$ Lithium), are respectively held together by bonds arising from neutral-pion exchange. The former has a binding energy $1 / 2 a$ due to its single pionic current, whilst the latter has nett binding energy $3 \times 1 / 2 \mathrm{a}$ due to its three separate pionic currents that flow in a closed loop. The experimentally measured binding energies of these two nuclei suggest that $\mathrm{a}=-2.57 \mathrm{MeV}$, for interactions between similarly charged nucleons (ie proton-proton and also neutron-neutron interactions), based on the exchange of uncharged mesons.
Another relevant class of mesons are the so called "vector" mesons, which can have something like a 366 MeV relativistic contribution added to their respective masses due to the fact that their ends are spinning at the speed of light. The lightest of these spinning mesons, the $\rho$-meson, exists in both charged and uncharged varieties with slightly different masses. Just like the non-spinning pions, these $\rho$ mesons also seem to be building blocks from which heavier mesons are made and into which they often decay. Yet the $\rho$-meson itself always decays into two pions

$$
\rho \rightarrow \pi+\pi \quad \ldots(100 \%)
$$

... suggesting a two-pion bound-state that we represent diagrammatically with a double circular outline, indicating spin, as in the accompanying meson decay diagram -


Given that the exchange of a single pion creates an inter-nucleon bond of strength $1 / 2 \mathrm{a}$ we might expect $\rho$-mesons, which always decay into two pions, to produce an internucleon bond of approximate strength $2 \times 1 / 2 \mathrm{a}=\mathrm{a}$.


In such diagrams we represent a single $\rho$-meson exchange "current" by an unbroken arrow or, sometimes, just an unbroken line-segment


Inter-nucleon bonds arising from the exchange of charged $\rho$ and $\pi$ mesons can be illustrated by simple nuclei - such as ${ }^{2}$ Hydrogen (Deuterium), ${ }^{5}$ Beryllium, ${ }^{6}$ Boron and ${ }^{7}$ Carbon - all of whose respective binding energies are precisely in accordance with Deuterium's experimentally measured proton-neutron bondstrength, $\mathrm{a}=-2.2245 \pm 0.0002 \mathrm{MeV}$. This is because they all feature interactions between differently charged nucleons involving the exchange of both charged and uncharged mesons. Thus, whilst meson interactions between similarly charged nucleons are of strength $\mathrm{a}=-2.57 \mathrm{MeV}$, it seems that meson interactions between differently charged nucleons are of strength $\mathrm{a}=-2.2245 \pm 0.0002 \mathrm{MeV}$. We can avoid this charge dependence of inter-nucleon forces by noting that most atomic nuclei have similar numbers of protons and neutrons, hence there are approximately twice the number of interactions of the latter type, making it sensible to define a practically useful average value for our meson bond-strength constant

$$
a=-(2.57+2 \times 2.2245) / 3 \cong-2.34 \mathrm{MeV}
$$

enabling us to naively treat all nucleons on an equal footing, without having to distinguish between protons and neutrons in our nuclear binding-energy calculations. This average value provides accuracies of a few significant figures in most nuclear binding-energy calculations, becoming more precise for larger nuclei as the total number of nucleons increases.

${ }^{6}$ Boron, $\quad a$ Deuteron with a halo of mutually repelling protons that arrange themselves (probably hexahed- rally) , about the central neutron, a maximum distance apart. Nett binding energy

$$
4 \pi+\rho=4 \times(1 / 2 a)+a=3 a
$$ (experimental value -6.6735 MeV )

${ }^{7}$ Carbon, a Deuteron with a halo of mutually repel ling protons that arrange themselve. (probably octahedrally), about the central neutron a maximum distance apart. Nett binding energy

$$
5 \pi+\rho=5 \times(1 / 2 a)+a=7 \times(1 / 2 a)
$$

(experimental value -7.79 MeV )

Various nuclei held together by mesons exchanging between differently charged nucleons. The proton-neutron bond strength can be accurately
determined from such examples. However the overall shape of these nuclei is not due to meson bonds but, rather, elastic-sphere packing about the central neutron ... forces of the "contact" kind.

There are also several heavier mesons that play an essential role binding nucleons together within atomic nuclei. They can all be thought of as linear chains of $\pi$ and/or $\rho$-like mesons, held together by elastic field-lines ("Nambu Strings") arising from the exchange of partially materialized ("virtual") pions. The simplest of these heavy mesons is the $\omega$, a spinning-meson, which usually decays into three pions as follows

$$
\omega^{\mathrm{o}} \rightarrow \pi^{+}+\pi^{-}+\pi^{\mathrm{o}}
$$

thereby suggesting a dumbell-shaped di-pion state, held together by a single virtual-pion (outlined on the right by a dashed circle) that fully materializes only when the parent $\omega$-meson decays.

Clearly, when exchanged between nucleons, the $\omega$-meson's extended "chunky" internal structures might be expected to generate a multiple-current inter-nucleon bond of nett strength $1 / 2 a+b+1 / 2 a=a+b$ (as below), for some constant $b$ (much smaller than $a$ because the virtual pion that causes this current is only about
 $3 \%$ materialized).

$$
\omega \text { - meson }
$$


inter-nucleon bond-strength

$$
1 / 2 a+b+1 / 2 a=a+b
$$

For simplicity we can represent the above multiple-currents as a couple of dashed arrows or lines, corresponding to the respective pion-currents, with an additional small contribution due to the virtual pion.


Another example is the X , a non-spinning meson, that commonly decays into five pions via a two-step process as follows

$$
\begin{aligned}
X^{0} & \rightarrow \eta^{0}+\pi^{+}+\pi^{-} \\
& \ldots(44.1 \%) \\
& \eta^{\mathrm{o}} \rightarrow 3 \pi \quad \ldots(55.5 \%)
\end{aligned}
$$



Collectively these decay modes suggest a dumbbell-shaped bound-state comprising $\rho$-like mesonic clumps held together by the exchange of a single virtual pion that materializes only when the parent X -meson decays. Clearly inter-nucleon-exchange of an extended meson, with this inferred structure, might be expected to create a multi-current bond of strength $2 \mathrm{a}+\mathrm{b}$.


For simplicity we represent these multiplecurrents as an arrow, comprising a pair of unbroken lines representing respective $\rho$-mesonic currents, with an additional small contribution due to the virtual pion. a


As an example consider the ${ }^{4}$ Helium nucleus which can exist in an extended chain-like excited state, held together by three $\rho$-meson exchanges, with an estimated nett binding energy

$$
\begin{aligned}
3 \times \rho= & 3 \times \mathrm{a}=3 \times(-2.34 \mathrm{MeV})= \\
& -7.02 \mathrm{MeV}
\end{aligned}
$$

(experimental value -7.05 MeV ).
This excited state gives off its excess energy, decaying to a compact and more tightly bound tetrahedral groundstate nucleus whose nett binding energy, experimentally found to be
-28.295 MeV,
is approximately equal to twelve $\rho-$ mesonic bonds. Hence, if we assume
${ }^{4}$ Helium ground-state is held that the together by simultaneous exchange of six X-mesons, one along each of the tetrahedron's six edges, then the experimentally measured nett nuclear binding energy equals

$$
6 \times X=6 \times(2 a+b)
$$

where $\mathrm{a}=-2.34 \mathrm{MeV}$. From this combination of experimental and theoretical values we now have enough information to calculate the Nambu String contribution

$$
b=-0.036 \mathrm{MeV}
$$

due to currents caused by virtual pions within their respective parent X mesons.

four nucleons, located at the vertices of a tetrahedron, held together by six simultaneous $X$-mesonic currents

So far we have inferred that the $\omega$-meson and the X -meson are probably symmetrical dumbbell-like objects. Between these two extremes is the $\eta$, a non-spinning meson, with various modes of decay more often than not yielding three pions

$$
\begin{array}{r}
\eta^{\mathrm{o}} \rightarrow 3 \pi^{\mathrm{o}} \quad \ldots(31.8 \%) \\
\eta^{\mathrm{o}} \rightarrow \pi^{+}+\pi^{-}+\pi^{\mathrm{o}} \quad \ldots(23 .
\end{array}
$$

thereby suggesting an unequal dumbbell-shaper bound-state, comprising a pion at one end and a $\rho$ like mesonic clump at the other, held togethe through exchange of a virtual pion that fails $t$ independently materialize when the parent $\eta$ meson decays. Inter-nucleon exchange of al extended meson, with this inferred "chunky" structure, might be expected to createa multicurrent bond of strength $a+b+1 / 2 a$.


For simplicity we represent these multiplecurrents as an arrow comprising a pair of lines, one unbroken and the other dashed (representing opposing ends of the dumbbell), with an additional small contribution due to the virtual exchange-pion.

Inter-meson forces can extend over nuclear distances. They arise from virtual pions, within larger parent-mesons, interacting directly with each-other to create a $\pi \pi$ "spring-bond" that can prevent parentmesons from colliding with each other at close range, or hold them together when they try to move far apart.

Clearly, something like this must bind pions together within the $\rho$-meson itself but, over nuclear distances, the two $\eta$ mesonic currents in ${ }^{3}$ Helium (for example) interact via a pair of opposing $\pi \pi$ springbonds in order to suppress tail-like wagging, of two protons, about the central neutron.

Equating the experimentally measured nett binding energy of this nucleus to its theoretically estimated value gives

$$
-7.718 \mathrm{MeV}=2 \eta+2 \pi \pi
$$

where $\eta=-3.546 \mathrm{MeV}$. Hence the strength of the proposed inter-meson spring-bond must be

$$
\pi \pi=-0.31 \mathrm{MeV}
$$

${ }^{3}$ Hydrogen (Tritium) is slightly different, having neutrons either-side of a central proton, all held together by a nett binding energy that we can estimate to be

$$
\begin{gathered}
2 \eta+\pi+\pi \pi \sim-7.092-1.17- \\
0.31=-8.572 \mathrm{Mev}
\end{gathered}
$$

(experimental value -8.483 MeV )

${ }^{3}$ Helium is a linear nucleus in which the two protons try to wag like tails, about a central neutron, suppressed by $\pi \pi$ spring-bonds that form between the two $\eta$-mesonic currents.


In ${ }^{3}$ Hydrogen (Tritium) two neutrons approach each-other sufficiently closely to form a $\pi$-bond but, again, a spring-bond forms between the two $\eta$ mesonic currents to space and brace the structure.

The $\phi$ is one of the heavier spinning ("vector") mesons. It can decay into three pions as follows

$$
\phi^{\mathrm{o}} \rightarrow \pi^{+}+\pi^{-}+\pi^{\mathrm{o}}
$$

consistent with an extended chain-like state, comprising three materialized pions, held together by two virtual pions that fail to independently materialize during decay of the parent $\varphi$-meson. Inter-nucleon-exchange of a meson, with this greatly extended structure, might be expected to create a multi-current bond of approximate strength

$$
1 / 2 a+b+1 / 2 a+b+1 / 2 a
$$



For simplicity we represent these multiple currents as an arrow comprising three dashed lines, each representing a current due to a materialized pion, with an additional small contribution due to the two virtual-pions.

Thus，for the constants $\mathrm{a}=-2.34 \mathrm{MeV}$ and $\mathrm{b}=-0.036 \mathrm{MeV}$ ，we have the following

| meson name | approximate inter－nucleon bond－strength （MeV） | inter－nucleon current arrow | usual number of decay－pions | outdated previously used notation |
| :---: | :---: | :---: | :---: | :---: |
| $\pi$ | 1／2a $=-1.17$ | $----->$ | 1 |  |
| $\rho$ | $a=-2.34$ | $\longrightarrow$ | 2 （100\％） |  |
| $\omega$ | $\begin{gathered} 1 / 2 \mathrm{a}+\mathrm{b}+1 / 2 \mathrm{a} \\ =-2.376 \end{gathered}$ | $===f=\Rightarrow$ | 3 （89．3\％） | $\overline{\bar{\pi}}$ |
| $\eta$ | $\begin{gathered} a+b+1 / 2 a \\ =-3.546 \end{gathered}$ | $\xrightarrow{2}$ | 3 （55\％） | $\bar{\pi}$ |
| X | $\begin{gathered} 2 \mathrm{a}+\mathrm{b} \\ =-4.716 \end{gathered}$ |  | 5 （24．5\％） | $\pi$ |
| $\phi$ | $\begin{gathered} 3 \times(1 / 2 a)+2 b \\ =-3.582 \end{gathered}$ | 三ミ三丰三 | 3 （14．8\％） |  |

and also

| inter－pion <br> spring bond | bond－strength <br> $(\mathrm{MeV})$ | mnemonic |
| :---: | :---: | :---: |
| $1 / 2 \pi \pi$ | -0.155 | － |

Surprisingly this is all we need in order to quite competently tackle the general N － body problem in nuclear physics，intuitively explaining and describing any known nucleus，generally accounting for experimentally observed nuclear binding energies to finite but meaningful precision．Indeed，a more accurate general solution simply doesn＇t exist．

## III. ANTIMATTER, PARTICLES \& CIRCUITS


nucleons sustainably exchanging currents


Two nucleons exchanging a particlelike meson made from both matter and antimatter components.

Our model of nuclear bonds has so far been based upon currents arising from the exchange of particles, called mesons, possessing masses compar-able to the parent nucleon. Clearly any nucleon, acting purely as a source, would be depleted after the emission of just a few mesons.

Energy conservation requires that, for currents to flow continuously over time, within nuclear circuits, the nett currents emitted from any individual nucleon must equal the nett currents received. This is called Kirchhoff's Law and the system, TOP LEFT, shows currents flowing between two nucleons in a sustainable way. This diagram also captures another principle of circuit theory, called Lenz's Law, that a current in one direction tends to induce an opposing current. Yet the currents could both still be considered to be flowing in the same direction whilst satisfying both of these physical laws, MIDDLE LEFT, provided one of the currents was simply time-reversed (an "anti-current").

Richard Feynmen was the first to argue that time-reversed matter is simply anti-matter, and Yoichiro Nambu has argued that mesons are material particles made from both matter and anti-matter components. In the case of pions these currents correspond to quarks, whilst the "anticurrents" correspond to anti-quarks, BOTTOM LEFT. In larger mesons the currents and anti-currents respectively comprise pions and anti-pions, mesons and anti-mesons, chained together by Nambu Strings.


We have seen that inter-nucleon bonds can assume different strengths, corresponding to a range of exchangeable mesons, but there is an upper limit. A nucleon is said to be "saturated" if it simultaneously mediates three X-mesonic bonds with nearest neighbours: ie nucleons can, at most, simultaneously emit three $\rho$ mesonic currents whilst also simultaneously receiving three $\rho$-mesonic currents. Such nucleons are operating at full capacity and cannot form additional mesonic bonds (TOP LEFT).

The previously studied ${ }^{4}$ Helium ground-state nucleus is an example of mutually interacting nucleons, in a stable configuration (called a "shell") that is rendered inert because all its constituent nucleons are saturated. Setting aside considerations of particle-like mesons, it is useful to analyse the individual $\rho$-mesonic currents flowing round the respective triangular current-loops. We notice that the currents in adjoining loops always travel in opposite directions, Lenz's law, as in the circuit diagram TOP RIGHT.

For the tetrahedral ${ }^{4}$ Helium ground-state structure not to be a closed shell, and to be able to interact with extraneous nucleons, it needs to un-saturate some of its nucleons by, say, deleting one of its triangular current-loops. The resulting unsaturated tetrahedral circuit, comprising three X-mesons and three $\rho$-mesons, commonly acts as a core to which protons chain themselves - as in proton halo nuclei such as ${ }^{6}$ Beryllium, ${ }^{7}$ Boron, ${ }^{8}$ Carbon, ${ }^{9}$ Nitrogen and ${ }^{10}$ Oxygen, the latter having mean-radii several times larger than expected due to extension of their mutually repulsive spiral protonic armatures.


These giant proton-halo nuclei all have the same basic tetrahedral core which, because it is unsaturated, can interact with extraneous protons to form chain-like armatures linked together by an integral number of bonds ( $\pi$-meson exchanges) each of strength $1 / 2 \mathrm{a}$.


Unlike these giant proton-halo nuclei, ${ }^{5}$ Lithium does not have a pair of mutually repulsive spiral armatures. Attached to the unsaturated nuclear core is a single proton free to wag like the tail on a dog, constrained only by two $\pi \pi$ springbonds, exactly as in, the case of the previously discussed 3Helium nucleus. Without these spring-bonds the X-mesonic current in the "tail" would repeatedly collide with others in the core, breaking the nucleus apart.

The spring-bonds cushion successive impacts, and regulate the distance of closest approach. We thus begin to see recurring themes in nuclear structure. It is instructive to estimate the frequency of this wagging tail, from the energy $2 \pi \pi$ contained within the two spring-bonds, as follows

$$
f=E / h=2 \times 0.31 \mathrm{MeV} /\left(6.6 \times 10^{-22} \mathrm{MeV} . \mathrm{sec}\right)=10^{21} \text { wags per second }
$$

a measurable, hence testable, prediction of this naïve model.
Also it is worth discussing whether the mesonic currents in nuclear circuits are direct or alternating ( DC or AC ) ? If they were direct and constant the tail probably would not wag in a predictable fashion. Conversely the nuclear core contains two protons, and someof its triangular current loops would involve charged $\rho$-mesons, thus we might imagine cyclic alternations in the flow-directions of the core's current loops driving the wagging of the external "tail". If so, the frequency of the wagging tail may indicate the general frequency of meson-exchange (current alternation) within nuclear circuits.


In its ground-state the ${ }^{9}$ Lithium nucleus has two chain-like tails of (mostly) neutrons attached to an un-saturated tetrahedral core and prevented from colliding by a single $\pi \pi$ spring-bond - rather like the neutron armatures of the previously discussed Tritium nucleus. This ground-state can be excited, to a truly giant dipole, by simultaneously collapsing the external triangular current loop to an X-meson and breaking the springbond. The difference in energy between these states is thus

$$
\Delta E=\|\mathrm{a}+\pi \pi\|=2.34+0.31 \mathrm{MeV}=2.65 \mathrm{MeV}
$$

(experimental value 2.691 MeV ).
a lovely confirmation of naïve meson theory. It is unlikely that the giant dipole can be further excited as the breakup reaction, to ${ }^{8}$ Lithium plus neutron, occurs at -41.3 MeV .


The inter-nucleon bond due to a single $\omega$-mesonic current has strength -2.376 MeV .Two such currents, in a nucleus, would be associated with binding energy totalling - 4.752 MeV which is close to the -4.716 MeV due to inter-nucleon exchange of an X-mesonic current (ABOVE).

Recalling Lenz's Law - let us imagine that an X-mesonic current, in one of the armatures of a ground-state 9Lithium nucleus, remotely induces an $\omega$-mesonic current between a pair of external neutrons, supplying the necessary energy by itself becoming an $\omega$-mesonic current. This seems to be the case in the 11Lithium "neutron halo" nucleus, which is essentially a 9Lithium core connected to a remote di-neutron by a $\pi \pi$ spring-bond. Additionally it has been experimentally found that this di-neutron orbits at great distance (explaining the observed neutron "halo") and can elastically oscillate against the rest of the nucleus, cyclicly stressing the external triangular current loop along its junction with the tetrahedral nuclear core, thereby accessing

$$
1 / 2 \mathrm{a}=1.17 \mathrm{MeV}
$$

for its motion energy. We know that this external triangular current-loop is the weak-point in this nuclear structure because of the way that it collapses to an X-meson when ground-state ${ }^{9}$ Lithium is excited to its "giant dipole" state. If the ${ }^{11}$ Lithium core-halo oscillation were more vigorous this triangular current-loop would likewise collapse. If another proton were added to ${ }^{11}$ Lithium then it would be possible for two protons and two neutrons, from the two armatures, to condense into another tetrahedral unit as in the dumbbell-shaped core of the ${ }^{12}$ Beryllium nucleus. Each of these core "tetrahedrons" could then interact with the di-neutron halo by means of its own spring-bond. A number of lovely halo-nuclei have been experimentally found in recent decades, by researchers such as Isao Tanihata at RIKEN, but it is sometimes forgotten that the existence of many of these interesting nuclear states, and their correct binding energies, had been theoretically predicted in advance from the naïve current theory outlined herein.



Excited ${ }^{24}$ Magnesium nucleus, "super-deformed" by spin into a linear chain of six tetrahedral units, existing near the break-up threshold, with nett binding energy

$$
\begin{gathered}
=18 \mathrm{X}+2 \eta+16 \rho+16 \pi+9 \pi \pi \\
=-84.888-7.092-37.44-18.72-2.79= \\
=-150.93 \mathrm{MeV}
\end{gathered}
$$



## DISCUSSION

Naïve meson theory has existed for decades, somewhere in the background of nuclear physics, obscured in research journals and text books by the sheer blast of overly complex wave-mechanical equations and jargon which

1) very few people in the world can actually read or understand,
2) doesn't really work that well (the three-body "Boromeo" problem may be insoluble in principle, rendering irrelevant the whole theoretical edifice for the N -body problem in nuclear physics constructed on wave mechanics),
3) lacks predictive power (with theoreticians forever patching their old equations in response to new experimental findings that are rarely ever theoretically predicted in advance),
4) is wrongly motivated as nuclear forces, especially in multi-shelled nuclei, can be largely of the contact kind (sphere packing), not of the potential kind,
5) is based on a belief in "miracles", such as tunneling, within the "religion" of Quantum Mechanics (which is not properly Relativistic).
And it is not as if there is a single "standard theory" of nuclear structure, there is a liquid drop model, an optical model, a point particles in potential well model, a spin-orbit coupling wave model, and a range of other bizarre constructs, that have been discussed in detail in popular books such as the "Alchemy Today" series [Illert, 1992 \& 1993].

Additionally the study of nuclear structure has in recent years polarized on the one hand into a kind of $19^{\text {th }}$ century empirical effort where "notes" and "letters" and "brief communications" issue regularly from the laboratories almost never expressed in objective value-free language but, rather, dressed in theory-loaded and even pretentious mathematical language. On the other hand, the subject is often used simply as a platform from which to launch grand theories of ever more "elementary" particles or exotic theoretical constructs aimed at everything from Grand Unification to what Paul Davies calls "the Mind of God". One only has to scan along the shelves of any research library, looking at texts claiming to be about "nuclear physics", in order to realize how little nuclear physics is actually done in a field claiming to be about this topic. Most texts seem to be about mathematical theories, not about real-world atomic nuclei or their structures. The study of nuclear physics seems to attract wave-mechanical theoreticians in the same way that cosmology attracts UFO researchers, in both cases with diminishing returns.

One can sense the frustration in the statement of Per Bak (1997) that "... many scientists have failed to realize that nuclear physics is not at the forefront of science anymore, ... they are stuck in a dream of past glory ... This has stifled the careers of two generations of physicists ... science is often driven by sheer inertia. Science progresses death by death". His point was that any subject, no matter how important, that fails to capture the imaginations of students, simply will not survive into the next generation. We need naïve models in science, at the very least for teaching purposes, and sometimes as research tools. Where would Chemistry be without the Bohr Theory of the Hydrogen atom or, say, without Alfred Warner's Nobel Prize Winning ball and stick ("coordinate chemistry")
models of molecular structures (from a man who never published a single mathematical equation) ?

Naïve meson theory needs to be taken seriously and more broadly supported by theoreticians. It is, in fact, the only general theory capable of describing real-world nuclear states comprising N -bodies. And, in any case, it is important to resist the temptation to use overly complicated mathematical models when simple ones will suffice. This first paper has outlined the basics of nuclear bonding and structure, for halo and super-deformed states, explaining all that we need to initially know. And a second paper will follow in the next volume of Conference proceedings dealing with multi-shelled nuclei. However the basic theory needs to be polished, and a couple of immediate problems have been appended to this paper for the attention of Conference attendees. Perhaps there are other problems/solutions, associated with naïve meson theory, that you might think of and also like to comment about in the second volume of Conference Proceedings.
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## OPEN QUESTIONS FOR CONFERENCE DELEGATES

answers and replies can be published in the second book of Conference Proceedings, bearing in mind that this is a naïve theory requiring the simplest mathematical demonstrations.

The $\omega$-meson's mass can be approximately calculated from the sum of the masses of its three constituent pions plus a Relativistic contribution, $\mathrm{S}=366 \mathrm{MeV}$, due to the fact that its ends are spinning at the speed of light.

$$
\begin{gathered}
\omega^{0} \approx \pi^{+}+\pi^{-}+\pi^{0}+\mathrm{S}= \\
=140+140+135+366=780 \mathrm{MeV}
\end{gathered}
$$

close to the actually observed value


QUESTION (1): Show that this simple dumbbell like object, with its extreme ends spinning at the speed of light, increases in mass by the observed amount

$$
S=366 \mathrm{MeV}
$$

It appears that the $\phi$-meson's mass can likewise be approximately calculated from the sum of the masses of its five constituent pions plus a Relativistic contribution, $\mathrm{S}=335 \mathrm{MeV}$, presum-ably arising from the fact that its ends are spinning at the speed of light.

$$
\begin{gathered}
\phi^{0} \approx \pi^{+}+\pi^{-}+3 \pi^{0}+\mathrm{S}= \\
=140+140+3 \times 135+335=1020 \mathrm{MeV}
\end{gathered}
$$

the actually observed value is 1019.4 MeV .


QUESTION (2): Explain why this extended object, with its extreme ends spinning at the speed of light, increases in mass by the amount

$$
S=335 \mathrm{MeV}
$$

# PERTURBATIONS AND CONSERVATION LAWS FOR THEM ON ARBITRARY VACUUM BACKGROUNDS IN METRIC THEORIES OF GRAVITY 

A.N.Petrov<br>Sternberg Astronomical instiyute, Universitetskii pr., 13, 119992 Moscow, Russia; anpetrov@rol.ru

In two last decades, numerous multidimensional generalizations of general relativity (GR) are developed very intensively. Definitions and interpretation of conserved quantities for perturbations in such theories acquire an important significance. In the framework of the

D-dimensional metric theories ( $\mathrm{D}>4$ ), including Lovelock and Einstein-GaussBonnet (EGB) gravity we construct covariant conserved quantities for perturbations on a background of arbitrary curved vacuum solutions of this theory. The construction is carried out in three independent directions, which have been well developed in the framework of the usual

4-dimensional GR. The first one has an origin in the Weinberg construction generalized by Abbott and Deser [1]; Grishchuk, Petrov and Popova [2]; Deser and Dekin [3]; Petrov [4]. The second takes the beginning from the Einstein and von Freud canonical approach generalized by Katz, Bicak and Lynden-Bell [5]. The third develops the Belinfante method adopted by Papapetrou to GR and generalized later by Petrov and Katz [6]. The formulae obtained by an each of the three above methods are tested to calculate the mass of the Schwarzschild-anti-de Sitter (S-AdS) black hole solution in the EGB gravity in two cases as follows. The first case is when a background is chosen as a non-degenerated AdS solution for $\mathrm{D}>4$; the second one corresponds to a vacuum background chosen as "mass gap", which is a basic (null mass) state for the 5dimensional S-AdS black hole in EGB gravity and which (unlike AdS) is not a spacetime of the maximum symmetry. All the three approaches give the same results in an each of these two cases, which are also in a convenience with known results other authors. Degenerated AdS backgrounds in EGB gravity are discussed.
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# TWIN PARADOX OF SPECIAL RELATIVITY 
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Lorentz Transformation Equations (LTE) predict that if an electric dipole stationary in the free space oscillates $n$ times $/ \mathrm{sec}$, then the same dipole must oscillate $n \times \sqrt{1-u^{2} / c^{2}}$ times/sec when it moves with a velocity u in that space. Curiously, the same equations also predict that even if the dipole is at rest in the free space and the measuring apparatus moves with the same opposite velocity, then too, the apparatus will record that the dipole is oscillating $n \times \sqrt{1-u^{2} / c^{2}}$ times $/ \mathrm{sec}$. Classical physics does not accept it. In fact, LTE themselves are not at all acceptable from the consideration of classical physics (as real physical equations).

Keywords: special relativity, Lorentz Transformation Equations, dipoles, Doppler's effect.
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Albert Einstein has accepted LTE and, thereby, has tried to justify the reality of the LTE by his well known principles (assumptions) which constitute the Special Theory of Relativity (STR). Instead of classical time independent of co-ordinates, it uses relative time as a function of co-ordinates and imports equivalent observers to make the frequency-shift phenomenon (derived from LTE in both ways) intelligible from its novel setting.

Abolition of both the preferential observer in free space and classical absolute time makes much difficulty to settle the real time in the clock of each equivalent observer. The constancy of the speed of light to all equivalent observers further complicates the situation.

Though overlooked, relative time, in spite of its supposed good health, struggles hard, just from its birth, to breath at the cruel noose of many an alien unintelligible concepts in spite of palliative measure (of symmetry) adopted by its originator. This is evident in twin paradox. The difficulty arises not from the management of time artificially by its originator; it originates from the absurd assumption of Einstein that all four Lorentz transformation Equations are real.

The paradox centers on the problem of time in case when a man and his twin have a steady relative motion. From the consideration of STR, each twin would claim that the other's clock runs slow compared to the synchronized clock in his own frame.
Such a decision of relativity arouses suspicion. Now, when relativists try hard with sheer pedagogy to justify such a decision and, when the originator of STR makes another theory to resolute the paradox to his own satisfaction, the suspicion grows strong.

Some people [1] suggest that the resolution of twin paradox as presented by the relativists is devoid of any rationality. They are in favor of the rejection of STR

Some relativists [2] has countered the above consideration from the consideration of STR. But, unfortunately, they have evaded the central question relating to the problem.

However, we may clarify here the central question of twin paradox in the following simple examples:
(a) The theory of relativity predicts that the life-span of radioactive particles increases with velocity which has been verified by experiments when the observer with his measuring apparatus is at rest on the surface of the earth and the radioactive particles moves with respect to it. To establish the validity of the theory of relativity, it is the burden of the relativists to show that similar results are confirmed by experiments when the radioactive particles are stationary on earth while the observer with his measuring apparatus steadily moves in the opposite direction on it. In the absence of such a clear-cut experiment, relativists' analysis is meaningless.
(b) Similarly, STR predicts transverse Doppler Effect (time dilation effect) for steadily moving radiating dipoles which has been verified by experiments when the observer with his measuring apparatus is at rest on the surface of the earth and the radiating dipoles move transversely to the observer. To establish the validity of STR, similar results should be confirmed by experiments when the radiating dipoles are at rest on earth while the observer with his measuring apparatus moves steadily in the opposite direction on this planet.
Relativists should agree with us that any experiment with latest techniques will not detect any of the phenomena (like time-dilation / transverse Doppler's effect) when the radiating dipoles are at rest on earth while the observer with his measuring apparatus moves steadily in the opposite direction, as our classical theory predicts. And they should admit that physics should be based on available experimental data and not on data which could never be verified, nor on data which are expected to be verified later. Unfortunately, relativists are innocently oblivious of these situations. Their 'consistent' phantom world has in no way been proved to be the real world. Therefore, their discussion is a matter of philosophy, but not of physics.

Moreover, it is really shocking that relativists are not at all aware and do not like to be aware that their favorite 'time -dilation' could easily be explained from classical electrodynamics. However, in that case, the confusing time-dilation of the relativists has been replaced by the natural increment of the period of an electromagnetic event due to motion, time remaining the same to all observers as per classical physics. The gist of this explanation is given below:

When a radiating electric dipole moves steadily on earth, the electric and the induced magnetic fields inside the dipole change as per the classical electrodynamics of Heaviside, and, thereby, all electrodynamic phenomena inside the steadily moving dipole, too, change, which at once destroys relativistic time-dilation concept. The classical treatment in brief is as follows:-

Heaviside [3] deduced classically the electric field (E) and the induced magnetic field $\left(\mathbf{B}^{*}\right)$ of a steadily moving point charge ( $Q$ ) with a velocity $u$ in the free space at a point $P(r, \theta, \phi)$ in spherical polar coordinate where $r$ is the distance from the origin as under.

$$
\begin{gather*}
\mathbf{E}=\frac{Q k^{2} \mathbf{r}}{4 \pi \varepsilon_{0} r^{3}\left[1-\left(u^{2} / c^{2}\right) \sin ^{2} \theta\right]^{3 / 2}}, \quad\left(k=\sqrt{1-u^{2} / c^{2}}\right)  \tag{1}\\
\mathbf{B}^{*}=\mathbf{u} \times \mathbf{E} / c^{2} \tag{2}
\end{gather*}
$$

where $\varepsilon_{0}$ and $\mu_{0}$ are the permittivity and permeability of free space, and $c=1 / \sqrt{\mu_{0} \varepsilon_{0}}$.

Relativists should note that the vital Equations (1) and (2) were deduced first not by Albert Einstein from relativity as often tacitly claimed, but by Heaviside from the consideration of classical physics in 1888.
The Magnitude of Electromagnetic momentum of a steadily moving point charge could be written from Searle (1897) [4] from the consideration of classical electrodynamics as

$$
\begin{equation*}
|P|=2 T / u=Q^{2} u /\left(6 \pi \varepsilon_{0} c^{2} k \delta R\right)[5] \tag{3}
\end{equation*}
$$

(T is the magnetic energy, $\delta R$ is the radius of the point charge, the direction of momentum being the direction of the velocity of the charge.)

Electromagnetic force acting on a point charge moving steadily in free space at a direction perpendicular to the direction of the uniform electric field operating in free space.

$$
\begin{equation*}
F_{\perp}=(|P| /|u|) a_{\perp}=\left(m_{0} / k\right) a_{\perp}=\gamma m_{0} a_{\perp}\left[Q^{2} /\left(6 \pi \varepsilon_{0} c^{2} \delta R\right)=m_{0}, \gamma=1 / k\right]=m \quad a_{\perp} \tag{4}
\end{equation*}
$$

( $a_{\perp}$, being the acceleration of the point charge in the direction perpendicular to $u$ ) which implies from the consideration of classical electrodynamics that transverse electromagnetic mass of charges vary with velocity.

However, all those deductions were based on the experiments made on the surface of the earth and extended to free space which may induce some confusion at this stage of discussion. To avoid any confusion, we may say that in true sense, these deductions are applicable on the surface of the moving earth and the high translational motion of this planet with respect to the sun has no effect on those formulations.

Now, using the above four equations, we shall prove the velocity-dependence of frequency and period of oscillations of an electric dipole classically, for which relativists have burdened their theory with complicated ideas unnecessarily.
Let an electric force $\mathbf{F}_{0}$ (originating from a small charge) drive a point charge back and forth from one end to the other end of a radiating dipole stationary on the surface of the earth. Then from classical electrodynamics,

$$
\begin{equation*}
\mathbf{F}_{0}=-m_{0} \omega_{0}^{2} \mathbf{S} \tag{5}
\end{equation*}
$$

when the velocity of oscillation is small ( $m_{0}$ is the electromagnetic mass of the charge in the stationary dipole, $\omega_{0}$ is the radian frequency of oscillation of the charge, $S$ is the separating distance of the dipole).

Now, if the dipole moves with a velocity $u$ on earth in any direction perpendicular to its direction of oscillations, the electric force and the magnetic force acting on the charge will be respectively from Eqs. (1) and (2), (when $\theta=90^{\circ}$ ) $\gamma F_{0}$ and $-\left(u^{2} / c^{2}\right) \gamma F_{0}$. Therefore, total electromagnetic force acting on the moving charge is

$$
\begin{equation*}
\mathbf{F}=\gamma \mathbf{F}_{0}-\left(u^{2} / c^{2}\right) \gamma \mathbf{F}_{0}=\mathbf{F}_{0} k \tag{6}
\end{equation*}
$$

Now, under the circumstance that the dipole moves on earth and radiates, we have from the consideration of classical electrodynamics,

$$
\begin{equation*}
\mathbf{F}=-m \omega^{2} \mathbf{S} \tag{7}
\end{equation*}
$$

where $m\left(m_{0} / k=m\right)$ is the electromagnetic mass of the charge in the moving dipole, $\omega$ is the frequency of oscillation of the charge which is moving with a velocity $u$ on earth with the dipole, and $\mathbf{F}$ is the electromagnetic force acting on the moving charge.

From Eqs. (4), (5), (6) and (7) for the dipole moving with an uniform velocity on earth in any direction perpendicular to its direction of oscillation we have,

$$
\begin{equation*}
\omega=\omega_{0} k \tag{8}
\end{equation*}
$$

This explains transverse Doppler's effect from classical physics. For a dipole stationary on earth,

$$
\begin{equation*}
t_{0}=2 \pi / \omega_{0} \tag{9}
\end{equation*}
$$

where $t_{0}$ is the period of oscillation and $\omega_{0}$ is the radian frequency. If the same radiating dipole moves with a velocity $u$ on earth, then for the moving dipole, the period of oscillation $t$ and radian frequency $\omega$ satisfy

$$
\begin{equation*}
t=2 \pi / \omega \tag{10}
\end{equation*}
$$

Comparing Eqs. (9) and (10) with the Eq. (8) we have,

$$
\begin{equation*}
t=\gamma_{0} \tag{11}
\end{equation*}
$$

The equations (8) shows frequency of oscillation of the moving dipole decreases and the equation (11) shows that the period of oscillation of a moving electric dipole increases with its velocity on earth.

This at once destroys 'here is one time', 'there is another time'-concept as well as the twin paradox of relativity.

However, in this classical approach, there will be no transverse Doppler's effect when the radiating dipole is at rest on earth while the observer with his measuring apparatus moves transversely to the dipole in the opposite direction.

Now, if transverse Doppler's effect is proved in the case cited in the previous paragraph, relativists with their confusing time-dilation concept may insist on continuing such unending metaphysical discussions on the resolution of the paradox. Otherwise, such an analysis as in [2] seems to be some pedagogical relativistic nonsense.

$$
\mathbf{P}=\int_{\text {all space }}\left(\mathbf{D} \times \mathbf{B}^{*}\right) d v \text { and } T=\frac{\boldsymbol{\varepsilon}_{0} c^{2}}{2} \int_{\text {all space }} B^{*^{2}} d v
$$

where $\mathbf{P}, \mathbf{D}, \mathbf{B}$ *are electromagnetic momentum, electric induction vector and induced magnetic field vector respectively, $T=$ magnetic energy of a steadily moving system of charges and $d v$ is the infinitesimal volume element in the free space.

Using $\mathbf{B}^{*}=(\mathbf{u} \times \mathbf{E}) / c^{2}$ we have,

$$
\begin{equation*}
P=2 T / u \tag{12}
\end{equation*}
$$

Searle in 1897 [G.F.C Searle, The Phil. Mag., 1897, 340] has calculated:

$$
T=\frac{q^{2} u^{2}}{16 \pi \varepsilon_{0} l c^{2}}\left\{\frac{a^{2}+l^{2}}{2 l^{2}} \ln \frac{a+l}{a-l}-\frac{a}{l}\right\}
$$

for a moving charged ellipsoid with the axes $\mathrm{a}: \mathrm{b}$ : b when $a^{2}>k^{2} b^{2}$ where $l^{2}=a^{2}-k^{2} b^{2}$. Putting $a / l=S$, we have,

$$
T=\frac{q^{2} u^{2} S}{16 \pi \varepsilon_{0} c^{2} a}\left\{\left(S^{2}+1\right)\left(\frac{1}{S}+\frac{1}{3 S^{3}}+\ldots .\right)-S\right\}=\frac{q^{2} u^{2}}{16 \pi \varepsilon_{0} c^{2} a}\left(\frac{4}{3}+\frac{1}{3 S^{2}}+\ldots\right)=\frac{q^{2} u^{2}}{12 \pi \varepsilon_{0} c^{2} k b}
$$

When $S=\infty$. This corresponds to the Heaviside's Ellipsoid for when $S=\infty$, $a^{2}=k^{2} b^{2}$. Replacing b by $\delta R$, we get

$$
\begin{equation*}
T=q^{2} u^{2} /\left(12 \pi \varepsilon_{0} c^{2} k \delta R\right) \tag{13}
\end{equation*}
$$

From the equations (i) \& (ii) we have in vector notation,

$$
\begin{equation*}
\mathbf{P}=q^{2} \mathbf{u} /\left(6 \pi \varepsilon_{0} c^{2} k \delta R\right) \tag{14}
\end{equation*}
$$

From which we have,

$$
\begin{equation*}
K=m c^{2}-m_{0} c^{2} \tag{15}
\end{equation*}
$$
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# RELATIVITY IN TERMS OF MEASUREMENT AND ETHER LAJOS JÁNOSSSY'S ETHER-BASED REFORMULATION OF RELATIVITY THEORY 
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In his monograph Theory of Relativity Based on Physical Reality, Hungarian physicist Lajos Jánossy develops the complete Einsteinian formalism of relativity theory by analysing the process of measurement, the systems of measures created in this process and experimental data expressed in terms of measures. He demonstrates that based on a simple principle (which he calls the Lorentz principle) and its generalization the whole formalism of the original theory may be developed in conformity with the notions of common sense without mathematizing physical reality, so that the new way of development is of the same heuristic power as the original one. His analysis makes it clear that the allegedly revolutionary new notions of space and time follows not from physical experiences but from Einstein's positivist philosophical commitments. Having established the place and role of a privileged (but not absolute) reference system, at the second level of his theory Jánossy connects this system to the carrier of electromagnetic phenomena which he also assumes to be the carrier of the gravitational and other physical fields. Although he uses the term 'ether', he explicitly rejects the old theories of this entity and attributes to it dynamic properties. In the last section of the paper Einstein's and Jánossy's ether concepts are compared and it is argued that despite the parallelism between the two concepts, from Jánossy's point of view Einstein's ether is too mathematical to cure the inverted relation between mathematics and physics characteristic for Einstein's relativity.
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## I. INTRODUCTION

In Physical Relativity, a monograph published by Clarendon Press in 2005, Harvey Brown criticizes the received view of Einstein's theory and argues for a physical interpretation of relativistic phenomena. [Brown 2005] Both Brown's book and the regular conferences on the interpretations of relativity theory organized by Michel Duffy [Duffy 1988, 1990 ....2006] clearly indicate that the long tradition of considering the original, Einsteinian-Minkowskian notion of relativity theory too mathematical and claiming that it blurs (or even turns into its opposite) the epistemological relation between mathematics and physics is alive even today, more then 100 years after Einstein's famous paper.

In the introduction to his book Brown mentions the Hungarian physicist Lajos Jánossy as one of his forerunners inspiring his ideas. [Brown 2005, vii.] Jánossy was an important figure in the tradition of alternative interpretations of Einstein's theory, who
(following Lorentz's ideas) elaborated a comprehensive alternative ("physical") relativity. He, along with American Herbert Ives (who belonged to a former generation of physicists) and Prokhovnik (a contemporary of Jánossy) may be considered as one of the classics of the field. However, while on the basis of personal communications it seems that his work on relativity theory was well known by those who did research in the topic in the last decades, he (in contrast with Ives and Prokhovnik) is only rarely cited in the literature. (M. Duffy mentions Jánossy's work in his recent paper [Duffy 2008] and Bell in his famous study How Teach Relativity? also expresses his appreciation for Jánossy's contribution to the topic [Bell 1976].)

The aim of this paper is to give a brief review of Jánossy's reformulation of relativity theory, which deserves more recognition than it has received until now.

## II. LAJOS JÁNOSSY'S CAREER

Lajos Jánossy was born in Mátyásföld (then a village near Budapest, now part of the Hungarian capital) in 1912. His father Imre Jánossy was an astronomer who died relatively young in 1920. After the death of her husband, his mother, Gertrud Borstrieber (a mathematician belonging to the first generation of Hungarian women with a university degree) married the Hungarian philosopher George Lukács, who was considered by the French philosopher Lucian Goldman the first representative of the existentialist philosophy, but who later gave up his youthful enthusiasm for Kierkegaard and became a famous and highly controversial Marxist philosopher of the 20th century, oscillating permanently between communist movement discipline and sovereign philosophical thought and causing many a disturbance for the party leadership. After the fall of the Hungarian Soviet Republic in 1919 Lajos Jánossy’s family moved to Austria and later to Berlin. Instead of following his stepfather in politics or philosophy, Jánossy became a physicist. He studies physics at the Humbold University in Berlin where he was a student of Edwin Schrödinger whose metatheoretical considerations on physics had a determinative influence on him. In the 1930s Jánossy became also a university professor and read physics (and especially relativity theory) at Manchester University (while his stepfather left Hitler's Berlin for Stalin's Moscow and lived there with his political and moral compromises). His main research field being cosmic radiations, he became an internationally respected scientist in the field, and his monograph on the topic belongs to the basic literature on the subject [Jánossy 1948, 1950].

After Word War Two George Lukács returned to Hungary and in 1950 Lajos Jánossy (then a professor at the Institute for Advanced Studies in Dublin and a colleague of his former professor, Schrödinger) followed him. While his stepfather was never a "pet" (or with the good German word a "Liebling") of the communist party, party leaders needed his international respect, as well as Lajos Jánossy's scientific knowledge. So the latter became head of the Central Institute for Physical Research, a grand new research institute established on a Soviet model.

It is generally held that Einstein's theory of relativity was deemed by the official Soviet ideologists as a bourgeois theory, so Jánossy's criticism of the Einsteinian notion of relativity may appear in this context as a version of the Soviet criticism of the theory, but it is not the case.

On the one hand, although several attempts were made in the Soviet Union to discredit relativity theory as a prototype of false, idealistic physics, and at the turn of the forties to the fifties of the last century a fierce campaign was waged against the theory, the attempts never resulted in its official denunciation. On the contrary, after the death of Stalin, Einstein's Soviet followers won the debate and Einstein's theory came to be
glorified as a true dialectical theory, which as such fully corresponds to MarxismLeninism. [See e.g. Graham 1972, 111-138; Székely 1987]

On the other hand, and quite importantly, Lajos Jánossy had never taken part in the antirelativistic campaign. The greater part of his critical considerations on relativity theory was published in a period when official Soviet ideology endorsed Einstein. Hence, beside the criticism his concept received from orthodox Einsteinian physicists, Jánossy's notion of the relativity theory also became a target of official philosophers of the Soviet block. Although the Hungarian Academy Press undertook the publication of his comprehensive work ,,Theory of Relativity Based on Physical Reality" [Jánossy 1971], in his last years he was considered by the orthodox Einsteinian physicists who were then dominating the Hungarian physics scene as an anti-relativist dinosaur and (while formally preserving his university position) he was gradually displaced from Hungarian scientific life. He died in 1978.

Whereas the ideological, political and sociological contexts of Lajos Jánossy's scientific work would also offer interesting topics, this contribution will be restricted to reviewing his concept of the theory of relativity only from the point of view of physics and the philosophy of science.

## III. THE METATHEORETICAL FOUNDATION <br> III. A. The relation between mathematics and physics and the norm of common sense

As indicated in the title of his monograph, Lajos Jánossy characterizes his notion of relativity theory as a theory based on physical reality. This title expresses both a critical and a confirmative aspect. On the one hand, Jánossy argues that the Einsteinian theory is not based on physical reality: while it is an effective mathematical tool for handling the results of measurements and for making predictions, it does not provide an appropriate theory of physical reality. On the other hand, he affirms that the mathematical formulas of Einstein's theory are correct in the sense that they are in correspondence with observation and empirical data and are able to give correct predictions about the behaviour of physical reality.

Of course, Jánossy sees clearly that what Einstein offers us is not only mere mathematics but a definite physical theory. He insists, however, that Einstein turns the relation between mathematics and physics into its opposite: in his view the German physicist projects mathematical formulae into the physical world and in this way constructs physical reality by hypostatisation of mathematical ideas. Consequently in the context of his criticism the so called "spatialization of physics" which is often praised as a great achievement of relativity theory appears as a result of hypostatisation and Jánossy focuses his criticism on this element of the theory:
"The theory of relativity in its original formulation is certainly not a mere attempt to describe phenomena by suitable mathematical expressions - the theory is a far reaching attempt to give a theory of space and time. Our criticism of the theory is just connected with this latter feature. We think that the theory reflects correctly certain general physical laws, but these laws - in our opinion - have nothing to do with the "general structure of space and time". Therefore our attempt is to give a physical interpretation of relativistic formulae, which is different from old one." [Jánossy 1971, 13]

But how do we know that the view Einstein offers of the physical world is inappropriate? An incorrect methodology does not necessarily imply the incorrectness of the theory. Does the theory have any independent, non-methodological features which might make it problematic?

In answering this question, Lajos Jánossy represents a view which is typical in the criticism of Einstein's relativity and which can be characterized as "common sense criticism".
"I got acquainted with the theory of relativity at a comparatively early age - I read the famous popular book written by Einstein. Reading the latter I had difficulties with some of Einstein's concepts: however, having been young and enthusiastic, I convinced myself in the end that I could understand those concepts - to prove this I tried to explain the theory to everybody who was interested. In the course of such attempts I learned the 'language of relativity' and I gradually 'got used' to the theory.
.... Many years later I read several years in succession a course of physics at the university of Manchester. My course contained also the special theory of relativity. As the years went on I developed a technique of presenting the subject so that in the end I could convince my students that they really understood the theory. However, as my technique presenting the theory improved, my own belief in the adequateness of the concepts vanished. In the end I became convinced that from the philosophical point of view the concepts had to be changed. Since about 1950 I have struggled with the problem of the reformulation of the theory and the results of my deliberations are found in this volume." [Jánossy 1971, 14]

As Descartes's narrative about his schools and education in his Discours de la Methode (Discourse on the Method) expresses a radical criticism of the philosophical views of the epoch and his personal style functions as endorsement and authentication of the criticism, here, in Jánossy's reminiscence we also encounter a radical philosophical criticism. Jánossy challenges the generally received view that relativity theory requires us to give up our common sense terms. We should not be mislead, he argues, but recognize that there is really something disturbing in Einstein's theory and the correct attitude is not to suppress this disturbing factor by blaming our common sense for incapacity to grasp physical reality but to face and eliminate it by reformulating the theory.

In other writings he is more sanguine and characterizes the received attitude of modern physics to common sense as a cult of irrationality, in the context of which contradiction with common sense becomes a virtue and the scientific character of a theoretical claim is measured by the extent of its absurdity. Rejecting this approach, he insists that "[a] scientific way of thinking cannot be but the refinement, deepening and further development of everyday thought" and that "the whole complex of the theory of relativity can be built up by means of natural methods in conformity with everyday thought". [Jánossy and Elek 1963, 9, the original is in Hungarian] (Jánossy, influenced by the philosophy of his stepfather, prefers the term "everyday thought" to "common sense" but in his argument the former functionally corresponds to the latter.)

To summarize, the metatheoretical foundation of the criticism and reformulation of relativity theory by Jánossy consists of two interlaced moments, namely, the priority of physics regarding the mathematical formalism and the conscious acceptance of the terms of common sense as a norm for theory construction. Whereas these moments are common to criticisms of Einstein's theory, the metatheoretical foundation of the criticism is only seldom formulated so explicitly and definitely as in his case, and this is especially true regarding the role of common sense. The requirement of conformity with the basic notions of common sense as a norm for theory construction emphasized so resolutely by Jánossy may be regarded as Jánossy's thesis and considered as one of the most important metatheoretical theses concerning modern physics. [Székely 1987; Székely 1988]

## III. B. Measures, measurement and relativity theory

Metatheoretical norms and principles, however excellent, cannot have any significance if one cannot find the way of their correct application in concrete theories. Jánossy's main achievement regarding relativity theory is not simply the formulation of the metatheoretical foundation of the criticism but a complete and consistent reformulation of the theory in physical and mathematical terms.

In the following parts of our paper Jánossy's version of relativity theory will be often contrasted with the Einsteinian one. To avoid misunderstandings, it is important to emphasize that in doing so we will always use the terms „Einstein's theory" or "Einsteinian relativity" in the sense of the version of the theory as it was presented in Einstein's original (physical) papers and as it is generally taught at universities and presented in textbooks. That is, in our usage the term „Einstein's theory" will not include any of the metatheoretical and physical reflections made by the German physicist after the publication of the theory. The relation of Jánossy's notion of relativity theory to Einstein's subsequent, out-of-theory reflections (which cast a new light on his original formulation of the theory and leave room for a reading which might suggest its reformulation in the direction represented by Jánossy) will be considered at the end of this paper.

As a consequence of the heated ideological debates, late in his scientific career Jánossy abandoned philosophical categories regarding relativity theory. Thus in his comprehensive monograph "Theory of Relativity Based on Physical Relativity" published in 1971 we cannot find even such ideologically neutral categories as "common sense" or "everyday thought". Instead of using philosophical categories he identifies the indicated disturbing aspect of Einstein's theory in terms of measurement theory. According to him,
" [i]n our approach of physics in general and the theory of relativity in particular we think it very important always to remember that we are dealing with objective physical quantities and that we attempt to describe the latter in terms of measures." [Jánossy 1971, 15]

## Furthermore,

" [a]n objective physical process develops according to its own laws and it can be described in arbitrary measures." [Jánossy 1971, 14]

Distinguishing measures from things measured, Jánossy definitely commits himself to the traditional concept of physical reality, according to which there exists something „out there" with its own laws and thus he rejects the positivist approach. But emphasizing the arbitrariness of the measures used by physics, he also opposes naive, metaphysical realism which maintains that the investigated objects and the theoretical entities directly correspond to each other (or - in a weaker version - considers the latter the approximations or conceptual pictures of the formers). In his concept physical quantities as characteristics of physical entities are outside of physical theories, while measures (and theoretical construction, so coordinate systems built up of these measures) are the representations of these quantities which physicists can chose arbitrarily. [Jánossy 1971, 72]

Consequently, in Jánossy's interpretation space and time coordinates, as well as their transformations lose the mystical character conferred them by relativity theory:
"We may write $x=r, t$ for a four-coordinate of an event. Changing from one system of reference to another we can introduce transformed coordinates $x$ ' $=f(x)$ (1) where $f(x)$ is some reversible four-function of its variable $x$. If the coordinates $x$ are suitable to describe events, then the transformed coordinates are also suitable. Introducing particular measures $x$ or $x$ ' for events we give some kind of names to the
events with the help of which we recognize them. ... The fact that a transformation type (1) mixes the measures of time and space coordinates does not seem to be of particular importance and it does not imply any properties of space and time." [Jánossy 1971, 14]

This view of physical quantities and their measures is open to contention. However, it is based on acceptable and justified metatheoretical postulates well established in the history of physics which may serve as a foundation for physical theories. Furthermore, it is clear that these postulates contradict the Machian-positivist philosophical background of Einstein's notion of relativity and thus their definite formulation by Jánossy makes it evident that that notion is not neutral from the point of view of physics: it does not follow from the nature of the physical world but rather is a consequence of Einstein's metatheoretical commitments.

But if measures are only names or signs arbitrarily chosen by physicists, how is it possible to know anything about physical reality that is supposed to exist outside physics, a system of human theories?

Lajos Jánossy answers this problem by introducing the concept of distinguished measures. While a physical quantity can be described by an infinite number of systems of measures, the majority of the possible descriptions do not contain any information about the quantity in question. Distinguished measures are particular classes of measures which "reflect clearly certain properties of quantities" [Jánossy 1971, 72]. Therefore, one of the most important tasks of theoretical research is to find distinguished measures for the quantities under scrutiny, that is, to attempt to find for the description of particular quantities numbers which reflect adequately certain physical properties. [ibid.]

To elucidate the concept in more detail, in Chapter III of his monograph Jánossy analyses the measurement of electric charges and then (taking into account that relativity theory is strongly connected to the so called space and time coordinates) in Chapter IV he works out distinguished measures for space and time. According to his analysis distinguished measures are characterized by the fact that in general both their sum and product (or in certain special cases at least their sum) express significant physical quantities, that is, their sum and product also appear in our measurements and/or in the established physical laws. For example, the sum of the usual measures of two electric charges E1 and E2 (say measures e1 and e2) will be equal to the measure we receive measuring the joint charge, while the product of $e 1$ and $e 2$ appears in Columb's Law. (In fact, Jánossy designates physical quantities with Gothic letters while their measures with Roman letters, so he designates a physical charge with a Gothic $e$ while its measures with a Roman $e$. For technical reasons we do not follow his notation here.) A physicist used to the usual notation and language of physics may find this terminology rather curious, since physical texts do not usually distinguish the charge and its measure but designate both by the same symbol (say $e$ ). However, in the metatheoretical context established by Jánossy it is clear that the charges as objective physical entities do not determine directly the measures to be constructed in the process of measurement and hence it is not at all evident that the measure of joint charges should be the sum of the measures of the two original ones. In Jánossy's words,
" $[i] n$ practice there seems to be no point in introducing non-additive scales for quantities if there is a possibility of introducing also additive representations. It must be emphasized, however, that it is not trivial that for certain quantities additive measures can be introduced. Whether or not such measures can be introduced in a particular case is a question which can be decided experimentally...." [Jánossy 1971, 78]

Of course, the question of measurement is a very complex topic and in his monograph on relativity theory Jánossy could only briefly outline his respective ideas.

A more detailed presentation can be found in his earlier monograph Theory and Practice of Evaluation of Measurements which contains a comprehensive presentation of his theory of measurement. That book should be consulted by those interested in this aspect of Jánossy's theory. [Jánossy 1965]

What follows is a brief sketch of Jánossy's reformulation of relativity theory based on the metatheoretical commitments outlined above. We will attempt to reproduce the logic and the conceptual structure of his theory and will set aside the technical-mathematical details that are essentially the same as the well known textbook formulation of Maxwellian electrodynamics, the formulae of Lorentz transformation and the Einsteinian formalism of the special and general theory of relativity.

## III. B. Measures and relativity

## III. B. a. Measures of space and time based on rigid rods and physical laws. The definition of ideal clocks.

While in his famous paper Einstein firstly introduces a scale of length with the help of rigid rods and then "defines time" (ie, in Jánossy's terms, "introduces distinguished temporal measures") with the help of clocks and light signals and so he establishes a "hybrid" scale of space and time, Jánossy separates the rigid rod method from the light signal method and introduces two independent systems of measures: one based on rigid rods, another on light signals.

As we have seen, for Jánossy it is not at all trivial that additive length measures can be introduced. The use of additive length scales in everyday practice is based on the fact that with the help of rods considered in every day life as "solid" additive length measures can be obtained. According to Jánossy, science can introduce the term of ideal solid rods only because we are given this experience and he defines a rod to be an ideal solid rod if with its help an additive scale of length can be obtained. [Jánossy 1971, 79]

On the other hand, Jánossy emphasizes that with the help of periodical processes (such as mechanical clocks, planetary motions etc) we can complete our system of length measures to set up a combined system of length and temporal measures in terms of which physical phenomena obey certain rules. As measures in general, temporal measures in particular can be obtained in several ways and there is no a priori guarantee that these ways will all result in the same measures (or that measures arrived at in different ways will coincide). However, considering that the aim of physics is to discover rules in the behaviour of the physical world and formulate them as physical laws, from the point of view of science it is rational to attempt to complete our length scale with a temporal scale in such a way that certain fundamental and in the practice well confirmed laws, for example, Newton's first law be fulfilled.

At first sight, perhaps, this approach may seem to be logically circular, since physical rules may appear only if we have already a joint scale of length and time, while Jánossy want to complete the length scale with a temporal scale with the help of already known laws. Is this not a vicious circle?

Taking a closer look at the issue reveals that the approach is correct. In the history of physics we are given physical rules (for example, Newton's first law) which seem to work if we use our everyday length and time measures or measures established in the history of physics. These rules appear in terms of measures, which are intuitive and without reflection (or are based on metaphysical commitments as for example in Newton's case) and therefore it cannot be excluded that they are to a certain extent consequences of our choice of measures. To enlighten the nature of these rules we need an a priory analysis of the applied measures and in this analysis (while suspending the
validity of the concerned rules regarding physical reality) we may introduce a hypothetical world in which these rules are assumed to be fulfilled, and Jánossy follows this methodology.

Thus we may assume a region where Newton's first law is valid in terms of a given (but yet unknown) system of measures. Provided that we already have a length scale, in such a region we no longer need Einstein's radar method to synchronize clocks: it will suffice to observe the motion of free particles and to adjust the local measures of time showed on the local clocks in such a way that Newton's first law be fulfilled. (To observe the path of a particle we need not use light signals: every observer can measure with the help of his own clock and make a note of the time when his own position is crossed by a moving particle and then the notes can be collected and analysed in order to synchronize the clocks.) Exploiting this a priory possibility, Jánossy introduces the term of „ideal clock". According to his definition a clock is ideal when it gives immediately (without correction) the distinguished temporal measures based on Newton's first law. [Jánossy 1971, 95-96] The rate of an ideal clock is by definition constant and our physical practice definitely shows that there are regions in the real world which allow us to introduce good approximations of a system of measures based on ideal solids and ideal clocks. (Otherwise Newton's first law would not be applicable in practice.)

Similarly, we may introduce temporal measures using planetary motions or the rotation of the Earth around its axis and assuming the validity of the law of gravitation and it is also possible to use atoms as clocks and taking into account the physical theories of atoms. Of course, it is not evident that all these scales will correspond to the first, mechanical or 'ideal' temporal scale; neither is it evident that the non-mechanical (planetary, sideric or atomic) scales will be adjustable to each other. In this respect Jánossy's definition of ideal clocks is a metatheoretical norm requesting a physical explanation in any case when an applied time scale deviates from the ideal one. (Incidentally, since Newton's first law is deducible from Leibnitz's principle of sufficient reason, Jánossy's definition of ideal clocks may be deduced from this fundamental Leibnitzian thesis. On the other hand, it can be also shown that the Einsteinian version of special relativity does not fulfil the Leibnitzian principle. Thus Jánossy's version of relativity theory - despite its empirical orientation - can be seen as a reformulation of the original Einsteinian theory, with the aim of satisfying Leibnitz's principle. Furthermore, Jánossy's method of definitions of ideal solid rods and ideal clocks, a beautiful example of the application of everyday experiences in physics, follows - unconsciously - the logic of the so called "hermeneutic circle" emphasized by Heideggers' philosophy and indicates how promising a possible Heideggerian metatheory of physics may be.)

## III. B. b. Measures by radar method without rods

Jánossy also shows that it is possible to attempt to introduce length and time scales using only light signals, provided that we assume that light is propagated isotropically and with a constant velocity relative to a given reference system, say K. It is clear that similarly to the rigid rod scale, we do not have any a priory guarantee of success in this case either. It is a matter of practice whether a coherent system of space and time coordinates can be constructed in such a way and if we succeed and a system of coordinates introduced by this method passes the test of coherence, then this fact "can be taken to support the hypothesis about the mode of propagation of light in K". [Jánossy 1971, 99] The introduction of such a scale follows the same logic as the rod scale without the radar method: first an ideal region is assumed where light is
propagated isotropically and the measures are defined for this ideal region, then, as the second step, experience will show whether these measures can or cannot be applied in the real world.

## IV. LORENTZ TRANSFORMATIONS AND JÁNOSSY'S THEOREM

## IV. A. Lorentz trasformations as transformations of measures

Applying the conceptual basis introduced above, Jánossy demonstrates that:
if there is a system of coherent measures M of length and time in terms of which light appears to be propagated isotropically and with the velocity c relative to a reference system S,
then there exists a group of mathematical transformations of that system of measures with the following characteristic:

- each members of the group transforms the system of measures M into another system of measures $\mathrm{M}^{\prime}$ in whose terms light appears to be propagated isotropically and with the velocity c relative to another reference system $S^{\prime}$ which is in rectilinear and even motion relative to the original reference system S ;
- vice versa, for any reference system S' in rectilinear and even motion relative to the original reference system $S$ there exist a member of the group of transformation above, which transforms the system of measures M into a system of measures M' so that in the reference system S' light will appear to be propagated isotropically in terms of M'. [Jánossy 1971, 100-105]

Anyone familiar with relativity theory will see that the group of transformations which Jánossy found is the well known group of the Lorentz transformations. That is, he did not discover transformation of a new kind but deduced the famous ones in a new way different from both the Einsteinian and the Lorentzian deductions. However, what is important for us is not simply the new deduction but the new meaning of the transformations. Whereas in Einstein Lorentz transformations are deduced as transformations which connects inertial reference systems so that Einstein's two axioms be satisfied, in Jánossy they emerge in an investigation of the propagation of light in terms of various systems of measures without referring to the concept of inertia and their existence are stated in the form of an a piori, mathematical theorem.

We will refer to this theorem as "Jánossy's theorem" and (following his terminology) call the reference systems relative to which light appears to be propagated isotropically in terms of a particular system of measures "Lorentz systems". Notice, that Jánossy's theorem is not about inertial systems: it is valid independently of whether Lorentz systems are inertial or not.

## IV. B. The analysis of Jánossy's theorem

Jánossy's theorem imposes two a priory constraints upon physical reality.
A) On the one hand, if rods and clocks are never deformed when in motion with respect to any Lorentz system (that is they preserve their shape and pace), then

1. (on simple geometrical grounds) there will be only one Lorentz system in which the system's own Lorentz measures (that is, the measures in terms of which light appears to be propagated isotropically relative to the system) and measures based on rods and clocks without light signals will coincide; consequently
2. the relative velocity of any other Lorentz system with respect to this special system will be determinable with the help of rods and clocks and light signals, since in terms of measures established with the help of these rods and clocks light will not appear to be propagated isotropically relative to these systems. (This simply follows from the fact that Lorentz measures are connected with Lorentz transformations which
change the measures of length and time, while the unchanged rods and clocks will establish the same system of measures independently of their motion relative to any Lorentz system.)
3. B) On the other hand, if we observe that Lorentz measures and measures based on rods and clocks co-moving with the systems will always coincide, then this observation will indicate that
4. there is a definite Lorentz system in physical reality which may be called as the basic system, and
5. rods and clocks moving relatively to this basic system suffer deformation according to the formulae of the Lorentz transformations.

The observed relativistic effects (that is, the relativistic contraction of lengths and the slowing down of physical processes according to Lorentz's formulae) show that in physical reality the second possibility is the case, thus on the basis of Jánossy's theorem as an a priory theorem these effects necessarily imply the existence of a basic physical system in which rods and clocks at rest are not deformed, while in motion relative to this system they suffer deformation according to Lorentz's formulae.

## IV. C. The hidden epistemological and logical background of Einstein's special theory

The a priory analysis of Jánossy's theorem makes clear that Einstein's special theory of relativity is based on two mathematical "boundary-conditions". On the one hand, special relativity is only possible because Jánossy's theorem is valid, that is, Lorentz transformations exist and they transform a system of measures in term of which light appears to be propagated isotropically into another system of measures with the same characteristic. On the other hand, the Einsteinian version of the theory, that is, the version in which - in contrast to the implication of Jánossy's theorem - , the existence of any privileged systems is rejected, can only escape logical contradiction because Einstein implicitly rejects that the spatial relations of the physical entities of a given region form a definite, consistent spatial configuration.

To enlighten the latter moment of Einstein's theory, let us recall that the claim about the isotropic propagation of light in any inertial system is perhaps the most paradoxical ingredient of the Einsteinian theory of special relativity. Namely, if a physical effect is propagated in a given reference system isotropically, then it cannot (on geometrical grounds) be propagated in a similar way in other systems moving rectilinearly and evenly with respect to the former. How is it possible that Einstein succeeded in working out a consistent theory incorporating this geometrically impossible characteristic of the propagation of light?

Jánossy's theorem helps to explore the hidden conceptual background which makes possible for Einstein to avoid the contradiction.

Namely, geometry excludes the simultaneous isotropic propagation of light relative two different (physical) reference systems in motion at a constant velocity relative to each other only if the following two premises are fulfilled:

1. the space and time relations of the physical entities of the concerned region define a common, definite space in which the investigated systems move and
2. length and time are measured in both systems with the same measures.

Consequently, we can construct a consistent physical theory in which light appears to be propagated isotropocilly with respect to two different reference systems in motion relative to each other only if we reject at least one of these premises.

Now, Jánossy explains relativistic phenomena with the help of the assumption that rods and clocks in motion relative to the basic system are deformed according to Lorentz's formulae. Consequently, in the case of two Lorentz systems in motion at different rate relative to the basic system these measuring tools will suffer different deformations and so the systems of measures introduced with their help will be also different. Thus in Jánossy's conceptual framework it is premise ii) that is not fulfilled, and the function of the assumed deformations of rods and clocks are exactly to give an explanation of the change of measures that takes place despite the use of the same rods and clocks when we change the systems. Of course this explanation - as any Lorentzian kind approach - breaks the ontological symmetry of the relativistic effects: in its context the contraction of rods observed from a system moving faster relative to the basic system than the observed rods is only an apparent phenomenon since the latter suffer smaller contraction than the measuring rod of the observer and hence in reality they are longer than the observer's rod.

Since Einstein's theory excludes the existence of any basic system and assumes relativistic effects to be symmetric that does not allow to speak about real, physical deformations of measuring tools, his theory can be consistent only if the first premise is rejected. However, if we assume that physical entities are definite entities with definite spatial relations, then these relations will form a definite physical space in which these entities exist and move. So the rejection of premise i) amounts to rejecting that physical entities have definite spatial relations independently of the applied measures and in Einstein's special relativity this really is the case. Due to Einstein's neopositivist attitude, in his theory physical entities exist and move not in a common physical space but inside relative co-ordinate spaces, that is, (using Jánossy's term) inside spaces of different systems of measures and it can't be introduced any common system of spatial relations that could be independent of our measures. Put differently, Einstein's axiom of special relativity by exclusion of the existence of any privileged reference system also excludes the possibility of any definite physical configuration formed by the spatial relations of the physical entities, and so, in the words of Hungarian philosopher Melchior Palágyi, it fragments physical reality into an infinite number of reference systems. [Palágyi 1914, 59-60; see also: Székely 1996]

## V. ETHER AND LORENTZ PRINCIPLE

## V. A. Ether and Lorentz deformations

Jánossy calls the deformations of clocks and rods in motion relative to the basic system "Lorentz deformations". Taking into account that these deformations emerge when rods and clocks are in motion with respect to the basic system, it is natural to assume that the basic system is connected to some physical entity (such as a background physical field) and the deformation is somehow caused by this entity. Furthermore, considering that the classical concepts of the ether have a function similar to that of this entity, the latter can be called "ether" without any commitment to the notions of the classical ether theories. However, it is not necessary to use this term. What is important is only that if one distinguishes measures as representations from the measured things as parts of physical reality, then the observed relativistic phenomena discussed in the special theory of relativity will imply the existence of such a background entity as well as the Lorentz deformations of clocks and rods in motion relative to it.

Now Jánossy identifies this background entity with the electromagnetic ether which he introduces on common sense grounds. According to him
"From Maxwell's theory it follows that light in particular and all electromagnetic action in general is propagated with a velocity $c=c$ ', where $c$ ' is the
critical velocity. .... The question cannot be avoided relative to what are electromagnetic waves propagated with velocity c? .... A simple answer to this question could be obtained claiming that light is propagated with the velocity c relative to its source. The latter assumption contradicts, however, the well established theory of Maxwell and seems also to be contradicted directly by experiments.... Electromagnetic perturbation once it has left its source is propagated thus with a velocity $c$ independently of how the perturbation comes about. The only reasonable interpretation of this is to assume that the perturbation moves with a velocity c relative to its carrier. The carries may be denoted using Maxwell's terminology, ether. We shall in accord with the ideas of Maxwell also assume that light is propagated with a velocity c relative to the ether." [Jánossy 1971, 48]

That is, for him the existence of a basic system is granted in advance, independently of the Lorentz transformation and an analysis of relativistic phenomena, on the basis of Maxwell's theory. So the logic of his presentation does not follow strictly our a priori analysis above. We have made a small change in the presentation of his ideas and deduced the existence of a basic system from the observed relativistic phenomena with the help of his theorem just to indicate the heuristic power of his approach.

## V.B. The Lorentz principle

Relying on the null results of the experiments aiming to determine the translation velocity of the Earth relative to the ether (such as the Michelson-Morley and the Kennedy-Thorndike experiments) and on the observation of the perpendicular Doppler effect, Jánossy finds it reasonable to introduce the following general principle which he calls "the Lorentz principle":
"The law of nature is such that provided $S$ is a real physical system, then the Lorentz deformed systems $S^{*}$ are possible systems obeying the same laws as $S$." [Jánossy 1971, 120]

It is evident that this is a reformulation of Einstein's principle of special relativity in physical terms, implying the same observational predictions and the same modifications of classical physics as Einstein's principle does. It is a frequently repeated argument against Lorentzian-type interpretations that they are ad hoc in contrast to Einstein's beautiful axiomatic theory. Now Jánossy has definitely showed that this is not the case. On the one hand, the Lorentz transformation can be deduced in a train of thought of simple considerations about measurements and measures. On the other hand, the Lorentz principle as a simple idea based on observational data completely substitutes Einstein's axiom of the equivalence of inertial systems and predicts the relativistic phenomena in a similarly simple and coherent way as Einstein's axiom does. Furthermore, if we want to compare the two approaches using the term "ad hoc", we must conclude that it is Einstein's theory and not Jánossy's reformulation that is ad hoc in the particular sense that it states the equivalence of inertial systems as an unexplainable and non-deducible axiom, while Jánossy's Lorentz principle and the concept of Lorentz deformations are based on an analysis of physical measurement and measures, a problem that Einstein's positivist attitude prevents even to address.

## VI. JÁNOSSY'S GENERAL RELATIVITY

Jánossy does not stop at the reformulation of the special theory of relativity, but also reconsiders the general one. His notion of general relativity is based on two ideas:

1. the concept of measures applied in the reformulation of the special theory and the term of rigid bodies defined with the help of these measures;
2. the generalization of the Lorentz principle originally introduced by him in the context of the special theory.

## VI. A. Ideal solid rods and the exclusion of the space-time metaphysics of general relativity

As we have seen, Jánossy defines ideal solid rods as rods with the help of which a consistent additive length scale may be obtained. In a further step Jánossy introduces a system of space co-ordinate vectors (that is, the usual space coordinate system) with the help of measures determined by rigid measuring rods and defines the distance of two points in this co-ordinate space by the formula $\left(R_{i}-R_{k}\right) G\left(R_{i}-R_{k}\right)=R_{i k}{ }^{2}$ (formula $F$ ) where $R i$ and $R k$ are the coordinate vectors of points $P i$ and $P k, G$ is a positive definite symmetric matrix, and Rik is the distance. It is clear that according to this definition for any $N+1$ points $P 0, P 1 \quad \ldots . . P(N+1)$ we are given $N(N+1) / 2$ equations for the $3 \times N$ components of the co-ordinate vectors, thus we will have an overdetermined system of equations which does not have necessary solutions. Jánossy applies this fact to an extended definition of ideal solid rods: if in a system of space co-ordinates which has been established by measuring rods the distance formula above will work for any number of points (that is, the system of equations defined by the formula $F$ for any points $P 0, P 1 \ldots P k$.....Pn will have solutions), then we may consider our rods to behave as ideal solid rods. [Jánossy 1971, 81] Consequently, if we observe that the system of equations according to the formula $F$ does not have a solution at any set of points, then this fact will indicate that the rods we have used in the construction of our co-ordinate system have been deformed in the process of measurement (that is, they are not ideal solid rods).

It is clear that this extended notion of ideal solid rods introduced by Jánossy aims to exclude any word usage about non-Euclidean physical spaces and is in full agreement with Poincare's idea of the relation of physics to geometry. Our hypothesis is neither on geometry nor on physics in itself but on geometry and physics together, Poincaré emphasizes, and Jánossy commits himself to a connection of physics and geometry in which the structure of space (at least in the Einstenian sense) loses its meaning. If formula $F$ does not work consistently (that is, our co-ordinate space is not Euclidean), that will only inform us about the behaviour of measuring rods but will have nothing to do with the "structure of physical space":
"The above statements can also be formulated in another way. If the measured distances $r_{i k}$ between the points of a set can be expressed by a quadratic form ( $F$ ), then one might conclude the space in which the points are situated is 'Euclidean'. Or if no consistent co-ordinate measures can be obtained one might conclude that the space is 'non- Euclidean :

We do not think, however, that such a conclusion has any meaning. The fact that the overdetermined system ( $F$ ) poses solutions $R_{k} k=0,1,2 \ldots \ldots n$ seems to us to reflect upon the method of measurement of the distances $r_{i k}$ and in particular upon the measuring rods used. Roughly speaking one may conclude from the consistency of measures that the measuring rods made use of are behaving like rigid bodies, i.e. if the measuring rods are turned or shifted they do not change their length." [Jánossy 1971, 86. Italics mine: Sz. L.]

It is to be noted that this conceptual scheme (whereas it radically opposes Einstein's view of the relation between geometry and experience presented in his paper of 1921 [Einstein, 1921]) is more than a clever trick to prevent any talk about non-

Euclidean physical spaces. On the contrary, it is based on a correct epistemological presentation of the practice of physics and the relations among measures, the measured characteristics of physical entities and measuring tools. Jánossy's concept of the ideal solid rod makes it once again clear that non-Euclidean spaces in Einstein's theory are only implications of Einstein's positivist philosophical commitment which neglects that measures and theoretical spaces built up of them are only human constructs which do not correspond directly to physical entities or their characteristics.

On the other hand, this positivist washing away of the difference between physical reality and human representations may turn into its opposite and result in a metaphysics of space-time if (as is the general case in the university teaching of relativity theory) we assume that the metric of space-time appearing in the general theory is the cause of the gravitational phenomena. Namely, in this interpretation the structures and characteristics of co-ordinate spaces will appear as objective properties of the physical world and thus Einstein's positivist starting point will results in a theory of "objective" curvature of space-time which determines the behaviour of physical phenomena. If we have a feeling that in Einstein the cart is put before the horses [see: Balashov and Jansen 2003, 340; Brown 2005,133-134]), then Jánossy's analysis will explain the reason for this feeling. Measures as human constructions are numbers, so co-ordinate systems, coordinate spaces etc. constructed with their help are necessarily of a mathematical-geometrical nature. Washing away the difference between these human constructions and physical reality necessarily transforms physical reality into mathematics.

## VI. B. The extension of the Lorentz principle from homogeneous regions to inhomogeneous ones

On the face of it Jánossy's notion of general relativity may seem disturbing. While Einstein introduces the principle of special relativity as the equivalence of inertial systems and arrives at the general theory by extending that principle to arbitrary systems, in Jánossy's reformulation the special theory deals with the propagation of light and not with inertial systems. However, this apparent difference can be easily resolved, since (as Jánossy shows) the Lorentz principle implies that Lorentz systems are inertial systems and vice versa. This implication is eventually equivalent to the claim that the two independent systems of measures introduced by Jánossy (that is, the system of measures based on rods without light signals and that established with the help of light signals by means of the radar method) are equivalent. So Jánossy would also be able to introduce the general theory as the extension of the special theory from inertial to arbitrary systems.

Nevertheless, he does not follow this path, but continues to investigate the problem in terms of measures and the propagation of light. While he demonstrates that Lorentz systems and inertial systems coincide and thus a Lorentz system can be identified with the help of inertial phenomena, in his approach inertia remains only a secondary characteristic of these systems. The primer characteristic of a Lorentz system is for him the existence of a special system of measures in whose terms light appears to be propagated isotropically and with constant velocity relative to the system itself. Since such systems can only exist in physical regions where light appears to be propagated homogeneously, Lorentz systems are connected to such regions and Jánossy formulates the problems of general relativity with the help of this fact:
"In the special theory of relativity only such regions are considered in which light is propagated homogeneously. The laws governing the motion of physical systems inside such regions obey symmetries which can be expressed by the Lorentz principle.

In reality light can nowhere be assumed to be propagated strictly homogeneously, as we have reason to believe that the propagation of light is affected by gravitation and regions entirely free of gravitation do not exist. The Lorentz principle can be therefore taken to be valid only to such an approximation as gravitational effects can be neglected. The question arises, how the Lorentz principle should be generalized so as to apply to regions containing not negligible gravitational fields." [Jánossy 1971, 214]

Although his terminology considerably differs from that of Einstein's, Jánossy's train of thought is mathematically parallel to the consideration of the German physicist. So he shows that the sufficient and necessary condition of the homogeneous propagation of light in a given physical region is the existence of a straight (that is Euclidean) representation of the region established with the help of light signals, a criterion which is mathematically equivalent to the criterion that the RiemannChristoffel tensor formed of the propagation tensor of light expressed in any measures of coordinate is equal to zero. [Jánossy 1971, 218-220]
"We see thus that using signals of light only we are in a position to examine whether or not light is propagated homogeneously in the region we are investigating, and if the propagation of light proves to be homogeneous, we are in a position to construct a straight system of reference with the help of the signals of light." [Jánossy 1971, 222]

The Lorentz principle implies that homogeneous regions obey the same physical laws even if a system is Lorentz deformed, so physical laws of homogeneous regions are Lorentz invariant. Jánossy generalizes this fact along the following train of thoughts:
[1]. From a mathematical point of view the laws valid for homogeneous regions may have several generalizations for inhomogeneous regions even if
a) we restrict the possibilities of generalizations by requiring that the Lorentz principle originally valid for homogenous regions should also be valid for sufficiently small inhomogeneous regions [Jánossy 1971, 230], and
b) we prescribe that the laws of homogenous regions should be contained as limiting cases by the generalized laws. [Ibid 264]
[2]. Since i) allows an unlimited number of possibilities for generalization, we ought to seek further restrictions and it seems that the most rational and heuristically most fruitful restriction is to seek only generalizations that can be expressed in tensors and covariant operators.

Jánossy introduces the latter requirement as the extended (that is, generalized) Lorentz principle. [Ibid.] Thus in contrast to Einstein's general principle of relativity which forms a definite claim on the nature of physical reality, his general theory of relativity is based on a methodological principle involving only a vague ontological element: namely the conjecture, that physical reality is such that this principle can be successfully applied to it.

There is no place and perhaps it is not even necessary to give a more detailed presentation of Jánossy's development of the general theory, since it is easy to see that it mathematically corresponds to Einstein's considerations. What is important for us is the physical meaning of his presentation which considerably differs from Einstein's.
a. Firstly, in Jánossy's notion general relativity primarily is about the propagation of light. As a consequence, in his presentation the metric tensor of the general theory primarily appears as the propagation tensor of light. It emerges only in a later phase of the development of the theory that this tensor coincides with the metric tensor of the gravitation field [Jánossy 1971, 242-256, 266] (a coincidence which requires an explanation since the extended Lorentz principle as a heuristic principle cannot explain anything). Similarly, the equivalence of the gravitational and inertial
masses (on which Einstein's theory is based) loses its fundamental role and appears only as a secondary implication of the theory [241, 263].
b. Secondly, since the generalized Lorentz principle is for Jánossy only a heuristic principle, it is not at all granted that laws constructed with its help really are natural laws:
"Sometimes suggestions are made to the effect as if the generalizations of the laws of nature which lead to the forms of the laws in gravitational fields could be obtained in a priori considerations. According to this view the laws thus obtained are logically more or less the only possible ones .... Such considerations are at fault; we shall show in the following that relativistic laws are based on well-defined physical hypotheses concerning the structure of matter and gravitation. It is a question of fact as to what extent these hypotheses give a correct description of real nature. " [Jánossy 1971, 213-214]
"So as to find the form of various physical laws in inhomogeneous regions it is useful to see how the mathematical form of such laws, valid in homogeneous regions, can be generalized. It is a question of experiment to find out whether or not the generalizations which suggest themselves are in accord with experiment." [Jánossy 1971, 235]

In any particular case it remains thus to be decided by experiment which of the generalized form of the physical law describes correctly the observed phenomenon. However, we have to go further: it is also a question to be decided by experiment whether or not the law describing a particular phenomenon correctly is an invariant one?" [Jánossy 1971, 264]
(Notice that in Jánossy's terminology a law is characterized as 'invariant' if it can be expressed in terms of tensors and covariant operators.)
c. Thirdly, while non-Euclidean spaces appear in both Einstein's and Jánossy's theory, Jánossy argues that they are only spaces of measures, that is, theoretical spaces constructed by human beings to represent physical reality. The primary physical terms for Jánossy are homogeneous and inhomogeneous regions of the propagation of light, of which the first can but the second cannot be represented with straight coordinates. As a consequence, with Jánossy straight coordinates always indicate homogeneous regions and so regarding such regions they should be considered as privileged representations which directly characterize the regions, while in Einstein there are no privileged representations.
d. Lastly, in Jánossy the four dimensional space-time is only a construction built up of measures, that is of representations constructed by human beings. So the interpretation that real physical bodies move on their geodetic paths in the four dimensional space-time is meaningless.
"... it seems to us that it is a play with words if we suppose the geodetic line to be a 'straight line in four dimensions'. ..... the solutions [of Einstein's field equations] .... include among others Kepler's ellipses along which planets move. - If we call those orbits 'straight' then we lose completely the meaning of what is usually called straight." [Jánossy 1971, 241]

## VII. THE NATURE OF JÁNOSSY'S ETHER.

## VII. A. The antenna problem. The erroneous claim on the simplicity of Einstein's theory

Jánossy's reformulation of relativity theory in terms of measurement arrives at a mathematical formalism equivalent to that of Einstein's theory. Jánossy might as well
stop at this point since his version of the theory does everything that the original version does. However, as he considers the term „structure of space-time" devoid of physical meaning, he is firmly opposed to using it to explain relativistic phenomena. In his interpretation it is not the metric of space-time that determines the behaviour of other physical entities but the latter imply the former: the relations and rules of the physical world are such as to permit theoretical representation with the help of this term. As a consequence, in Jánossy's conceptual framework the original version of relativity theory appears as a merely phenomenological theory, while the ether-based interpretation of its mathematical formalism serves as its completion with a second, explanatory level.

And at this point we arrive at the heart of any ether-based issue: what is the nature of the ether and what is the mechanism by which it impacts physical phenomena?

It is often argued in favour of Einstein that his theory needs no such mechanism and so it is incomparably simpler and more elegant as any ether-based approach. A common counterargument (present also in Jánossy) is that simplicity and elegance are no criteria of truth since nature does not have to respect these human qualifications.

As a matter of fact, even this counterargument is unnecessary since Einstein does not give us any explanation of how the assumed mathematical properties of spacetime can influence physical phenomena or, put differently, how it is possible that physical entities follow geodetic lines. Is there an influence, a constraint exercised by the space-time (or the ether) on physical entities determining their behaviour or do the latter have an innate inclination to follow geodesics? Here we face the so called "antenna problem" well known in the literature. [Nerlich 1976, 264; DiSalle 1994; Brown 2005, 24-25] The main point is not, however, the problem, but the fact that the classical formulation of Einstein's theory does not even attempt to answer the problem. Now, a theory that ignores and fails to address a crucial point of its subject and is, in this respect, incomplete, is highly likely to be simpler than another theory, which not only deals with the issues addressed by the first theory but also confronts problems ignored by the other one. The claim that Einstein's theory is simpler and more elegant than the ether-based approaches is mere tautology. (Put ironically, the null theory is the simplest theory as it sees no problem and thus only declares that there is nothing to be solved.) Consequently, the ether-based explanation of relativistic phenomena is not an unnecessary and clumsy alternative to the original, Einsteinian explanation but, on the contrary, is a completion of the latter proposing a physical-causal explanation of the phenomena described mathematically by the original one.

## VII. B. The nature of Jánossy's ether and Jánossy's hypothesis on the mechanism of the Lorentz deformation

Turning to Jánossy's views on the physical nature of the ether, it should be emphasized that the main objective of Jánossy's monograph on relativity theory is to reformulate Einstein's theory on correct epistemological and physical grounds and to elucidate the logical and physical place of a privileged physical system in the context of a theory of relativistic phenomena. As such, the work does not aim at a complete theory of the ether. It lays down only the basic principles and outlines a few provisional hypotheses in order to assist and orientate further work on the topic.

So the Hungarian physicist emphasizes that using the term "ether" he does not want to commit himself to any traditional theory:
" [...] as to avoid misconceptions we wish to emphasize that we regard the ether merely as the carrier of electromagnetic waves and possibly the waves associated with other fields and of elementary particles." [Jánossy 1971, 48]

He also rejects the macroscopic-mechanical models of the ether and its notion as a reference frame at absolute rest:
"Einstein's polemic against the ether concerned mainly the assumption that the ether is at 'absolute rest'. Thus Einstein denied the existence of a system $K_{0}$ which is at 'absolute rest'. " [Jánossy 1971, 49]
"We think that the assumption that electromagnetic waves possess a carrier has nothing to do with the question of absolute rest. The concept of 'absolute rest' is a metaphysical concept which must be rejected. However, the concept of the ether as the carrier of electromagnetic and other phenomena is quite a different one..... Whether or not the ether, i.e. the carrier of electromagnetic waves, is at rest or at 'absolute rest' is a question which does not arise here and certainly has no significance in relation to our problems.... For our consideration it is also immaterial whether or not various parts of the ether move relative to each other. It seems quite plausible that considered on a cosmic scale distant parts of the ether are streaming with various velocities ...." [Jánossy 1971, 49-50]

On the other hand, as an affirmative feature of his concept, besides being primarily the carrier of electromagnetic interactions, the ether also appears as an entity causing the Lorentz deformations. Jánossy assumes that the deformation emerge when physical entities accelerate relative to the ether. If the acceleration is slow enough and proceeds step by step, then the accelerated physical system will have time after all consecutive phases to settle down into newer and newer configurations. However, if the acceleration is continuous, the system will lag behind the configuration corresponding to the achieved velocity, and it will settle down into the latter only after a certain small temporal interval following the acceleration. So in the latter case the process of the deformation is (at least theoretically) observable, since there is a minor temporal interval during which the deformation has not yet taken place and thus the states of measuring tools do not coincide with the states expected according to the Lorentz transformation. [Jánossy, 127-128]

Jánossy illustrates this hypothesis with the help of a practically solid rod. A rod is a configuration of its atoms and these latter are in a state of dynamic equilibrium. The forces causing the acceleration disturb this state, but after the acceleration has ceased, the atoms - now moving relatively to the ether - will establish a new equilibrium [Ibid, 127]. (Of course, in the case of deceleration inverse processes occur.)

These hypothetical processes also constitute a physical explanation for the Lorentz principle. Whereas the principle declares the form of possible physical systems, the mechanism of deformations caused by the acceleration relative to the ether explains how and when such systems come to exist. To express the connection between these processes and the Lorentz principle, Jánossy formulates a dynamic version of the principle, which he considers to be one "compatible with the originally formulated Lorentz principle and [...] an addition to it" [Jánossy 1971, 126]:
"If a connected physical system is carefully accelerated [with respect to the ether] then, as a result of the acceleration, it suffers a Lorentz deformation." [Ibid.]

In contrast with Jánossy, Harvey Brown opines that this principle is only a simple implication of the original formulation of the Lorentz principle [Brown 123124]. However, the original formulation leaves open the question about the concrete physical cause of the Lorentz deformations, since from an a priori point of view it is not necessary to connect these deformations to the acceleration. So one may assume that the
deformations are caused by permanent pressure of the ether during the rectilinear and even motion. By connecting the Lorentz deformations to the process of acceleration the dynamic principle excludes the alternative explanations and hence it really contains an additional element with respect to the original formulation.

In the context of the general theory Jánossy assigns other characteristics to the ether. So it may have different physical states, it contains inhomogeneous structures, strains, etc. and functions as the seat of different physical fields (such as the field of gravitation). While Einstein explains the phenomena of the general theory with the help of the metric of space-time, for Janossy the clue is the state of the ether which is represented with the metric tensor:
" $G$ (the metric tensor) represents some physical field which appears when observing very different physical phenomena - the propagation of light is only one of many such phenomena. The usually accepted interpretation of $G$ is that it represents the 'metric of the space-time continuum'. We do not think the latter interpretation to be a fortunate one. We would rather suggest that $G$ represents the state of the ether which is the carrier of all physical fields." [Jánossy 1971, 266]

Before closing this section, we would like to make two brief remarks.
The first concerns the above citation which shows some ambiguity. Namely, Jánossy speaks here about the tensor $G$ as a representation but uses a Gothic $G$ rather than a Roman $G$ to denote it, which seems to run contrary to the convention introduced earlier in his book, according to which representations are notated by Roman Gs. However, from the context it is clear, that the word "representation" here does not mean the representation in our theories but a characterization of the state of the ether by physical quantities as, for example, the quantities of volume, temperature, pressure etc. "represent" - that is characterize - the state of a gas cloud. Jánossy's refers here with the term „metric tensor" to a complex of physical quantities (or briefly to a "tensor quantity") which is not a mathematical entity and, therefore, does not consist of numerical values or mathematical functions but may be considered as a "tensor" only in the sense that we need mathematical tensors to represent it. Consequently, its notation by a Gothic $G$ is correct and the ambiguity of Jánossy's text follows not from the notation but from the fact that he uses the word "represent" in two different senses.

Our second remark is about a critical reflection by Harvey Brown on the relation between Jánossy's Lorentz principle and the Lorentz covariance of the laws of physics.
"[The] ambiguity in the formulation of the principle would be removed if Jannossy just equated it with the Lorentz covariance of the fundamental laws of physics, and it is hard to see why he didn't. It is almost as if Jánossy intends the Lorentz principle to stand over Lorentz covariance. At the start of the mentioned discussion of Maxwell's equations, he announces that 'Physically new statements are obtained if we apply the Lorentz principle to Maxwell's equations'. But of course what emerges in the discussion is simply the Lorentz covariance of these equations." [Brown 2005, 123]

Brown is formally right. Lorentz covariance really may substitute Jánossy's Lorentz principle. However, the requirement of Lorentz covariance in itself is only a formal requirement which allows different physical interpretations. Whereas in the original Einsteinian theory Lorentz convariance relates to our representations depending of the chosen reference system and later is connected to the'structure of space-time', in Jánossy the term 'structure of space-time' is without physical meaning and Lorentz covariance is rather connected to physical deformations emerging independent of our representations. The function of Jánossy's Lorentz principle is to exclude the Einsteinian interpretation and to give a physical interpretation to the relativistic phenomena; a function that cannot be served by the formal requirement of the Lorentz
covariance of physical laws. (May be I am wrong but it seems to me that Brown overlooks this important moment of Jánossy's notion of relativity theory since he ignores the measurement theory aspect of Jánossy's investigations.)

## VII. C. The emergence of gravitation forces

Jánossy closes his reformulation of general relativity with an interesting hypothesis on the emergence of gravitational forces. According to his hypothesis closed physical systems are kept together by internal forces which are propagated with the velocity of light in the ether. When a gravitation field is present, it disturbs the homogeneous propagation of these forces (as it also disturbs the propagation of light). Due to this disturbance a new force emerges which tends to accelerate the system just like the Newtonian gravitational force is expected to do. Consequently,
" $[t]$ he gravitational force observed phenomenologically is equal to the selfforce with which a closed system acts upon itself, if the propagation of the internal forces is made inhomogeneous by the gravitational field. " [Jánossy 1971, 263]

In this context we also receive an physical explanation of the equivalence of inertial and free gravitational motion, which forms a basis pillar of Einstein's general relativity:
"in a free falling particle the propagation of inner forces is nearly homogeneous relative to the particle itself, therefore in the free fall no resultant self force is present." [Ibid.]

Jánossy illustrates the applicability of his hypothesis on the example of an electric charge, but he unfortunately does not proceed further in this direction. However, the author of the present paper think that his hypothesis is of heuristic value and worth for further consideration even in this preliminary form and even if one agrees with Brown that several aspects of Jánossy's idea of the ether are too traditional. If one feels similar to Brown then one must be aware of that we face a problem here characteristic for any ether-based approach. Namely, it is not so easy to find how to satisfy all the requirements we expect from a modern theory of the ether without turning it into a 'mathematical ghost' as Walter Ritz had characterized yet not the Einsteinian but the Lorentzian ether 100 years ago [Ritz 1908], which, in turn, was considered by Einstein several years later as still too mechanical.

## VII. D. Einstein's and Jánossy's ether

It is well known that after publishing his general theory of relativity, Einstein made several metatheoretical assertions which shed new light on the problem of relativity. So he reintroduced the concept of the ether in the interpretation of the metric field of the general theory, and (as a more far reaching change with respect to his early ideas) he also indicated that his special theory needed a completion concerning the dynamical mechanism of the deformation of rods and clocks. These assertions clearly indicated that after the publication of his theory Einstein had a feeling that it was not sufficiently complete but needed a second, physical level. That is, in contrast to many current representatives of Einstein's theory at universities and research institutes (who are more Einsteinian in this respect than the German physicists himself was) Einstein did not consider the published version of his theory to be necessarily final and did not exclude an ether-based interpretation of relativistic phenomena and a physicaldynamical theory of the deformation of rods and clocks. [See e.g. Einstein 1920; 1921, 127; 1924; 1949, 22-23; Kostro 2000; 2008; Brown 2005, 113-114]

So it is not at all an unfounded reference to Einstein's authority when at the beginning of Chapter II of his discussed book Jánossy cites an important fragment of

Einstein on the ether and insists that his reformulation of the relativity theory is based on similar ideas as the ideas expressed there by the German physicist. The key assertion of the citation runs as follows:
"Dass es in der allgemeinen Relativitaetstheorie keine bevorzugten, mit der Metrik eindeutig verknüpften raumzeitlichen Koordinaten gibt, ist mehr für die matematischen Form dieser Theorie als für ihren physikalishen Gehalt charakteristisch." [Jánossy 1971, 49; the original: Einstein 1924, 90-91]

In Jánossy's translation:
"The fact, that in the framework of the general theory of relativity, there are no distinguished space-time representations connected in an unambiguous manner with metric - is rather a characteristic of the mathematical methods of the theory than a characteristic of its physical contents." [Ibid.]

Although this study deals with Jánossy and not with Einstein, it seems necessary to emphasize that this is a very serious statement, which seems to withdraw the principle of general relativity, or more adequately, to degrade it to a mere consequence of the applied methodology. If taken seriously, the assertion will imply that there is a definite, privileged (bevorzugt) metric structure of physical reality (the structure carried by the ether) while the metric structures of a given system of "raumzeitlichen Koordinaten" (and so the "relativity" of the possible systems of co-ordinates) are only an implication of the "matematischen Form" of the theory. Now it is easy to see that Jánossy translates Einstein's German terms into his own English terminology (so "bevorzugten ... Koordinaten" into "distinguished .. representations") but even in the absence of his tendentious translation the German original allows us to perceive a definite parallelism between Einstein's view expressed here and Jánossy's ether based notion of relativity. If both the original Einsteinian formulation and the received view of the relativity theory may be characterized by a washing away of the difference between the theoretical-mathematical representation as a human product and the represented physical reality, then here, in this discussion of the problem of the ether Einstein recaptures this difference and represents a view similar to that of Jánossy. So despite the contrast between the original formulation of relativity theory and Jánossy's reformulation, Einstein's out-of-theory reflections seem to be near to Jánossy's view.

However, at a closer look it will be also clear that the parallelism between Einstein and Jánossy is limited.

Firstly, whereas Jánossy's ether is the carrier both of the electromagnetic waves and the gravitational field, for Einstein the ether is only the "gravitational ether". [See for example: Kostro 2008. 52-53]

Secondly, for Jánossy the united space-time or the space-time continuum is only a human construction, a human representation of physical reality. Consequently, he opposes the view according to which the difference between space and time is a mere appearance due to the shortcomings of our senses, as it is claimed in Minkowski's paper introducing the concept of the four dimensional space-time [Minkowsky 1909] and then many times endorsed by Einstein. Whereas Einstein claims that the separation of space and time is without 'objective meaning' [i.e. Einstein 1949, 22; 1949a, 99-100; Kostro 2008, 57] for Jánossy it is an evident and "objective" physical fact appearing in the radical difference between the measuring tools of length and time. As a consequence, Jánossy's ether is definitely a three dimensional spatial entity, while in the case of Einstein it is hard to see how his ether could be imagined otherwise than a mystical four dimensional space-time continuum.

It also can be easily seen that the problem of four dimensional space-time is closely connected to Jánossy's thesis on the importance of common sense regarding
physical theories. Taking seriously the ontological priority of the EinsteinianMinkowskian space-time, a temporal interval, for example, that between the birth and the death of a person will appear of the same nature as the spatial distance between, say, Budapest and London, and the difference between translational motion and aging will disappear. Considering these consequences we may see that Jánossy's thesis on the role of common sense is considerably more than a naive insistence on our accustomed everyday habits and judgments; it concerns our most ultimate ontological experiences, such as our experience of life and death. But these consequences also show that Einstein's claim on the ontological, "objective" priority of the four dimensional spacetime has significant metaphysical implications and transforms Einstein's positivist starting point into a metaphysics of a four dimensional space time.

Lastly, whereas Einstein verbally acknowledges that the ether has physical properties and speaks only about its deprivation of "mechanical" characteristics, it is clear that with the term "mechanical" he refers to all traditional physical properties including pressure, strain, density etc. In contrast with Einstein, Jánossy characterizes the state of the ether with the help of these terms. Of course, in doing so he is using the latter only in a metaphorical sense and he does not mean to claim that the ether has exactly the same properties as macroscopic entities. However, the application of these terms definitely indicates that in his view the ontological nature of the ether is basically similar to the macroscopic physical entities. The difference between Einstein's and Jánossy's notions of the ether cannot be reduced even if we assume that in the context of physics Einstein also uses the term "geometry of space-time" metaphorically. The metaphorical use does not change the fact that Jánossy's terms come from physics and they attribute to the ether physical characteristics even if they are used metaphorically, while Einstein's term is transferred into physics from mathematics and hence its application necessarily results in a mathematization of physical reality. Therefore the conversion of the German physicist to the concept of the ether does not cure the epistemologically inverted relation between mathematics and physics characterizing his theory.

In this respect it is often argued that the Einsteinian turn of physics brought about not only a theory change but also transformed the conceptual framework of physics and, as part of this transformation, it gave a new meaning to the word "physical". The properties of Einstein's ether are not "physical" if we use the old meaning of the word but in the new conceptual framework they become definitely physical. However, this argument is invalid since the point is exactly whether one accepts or refuses the conceptual change. The new meaning of "physical" is a consequence of the mathematization of physics by the Einsteinian version of relativity theory, the main target of Jánossy's reformulation of the theory. Dubbing mathematical terms and properties as physical will not change their real nature. On the contrary, physical reality should first be attributed a mathematical nature in order to characterize such properties as physical. And conversely, if we really think that the latter are truly "physical", then this will amount to transforming the nature of physical reality from physical to mathematical.

Or is it possible that the mathematization of physical reality, criticized so vehemently by Lajos Jánossy (and more recently by H. Brown) regarding the theory of relativity, but also present in quantum mechanics, is more than a pure consequence of a methodological mistake? Is it possible that in its ultimate ontology the world around us is not of a physical but a mathematical nature? Maybe the cart is put before the horses not only by the received interpretation of relativity theory but also in physical reality? These are far reaching metaphysical questions that surely do not belong to relativity
theory, and especially not to the topic of the present review of Jánossy's interpretation of relativity theory, but still concern so intensively the whole interpretational problem of the theory that they must be raised at the close of this paper.

## VIII. SUMMARY

We have seen that Jánossy's theory of relativity consists of two levels. At the first level he reformulates Einstein's theory in terms of measurement, while at the second level he outlines an ether-based explanation of relativistic effects. His reformulation of the relativity theory not only elucidates the relation between the mathematical formalism of the theory and physical reality and establishes an etherbased interpretation of relativistic phenomena, but also gives a deep insight into the hidden conceptual background of the Einsteinian version of the theory. In our days when the relation between physics and mathematics in relativity theory has become a topical issue again, Jánossy's analysis of the relativistic phenomena and his deduction of the formalism of the theory in terms of measurement are especially significant both from a physical and a philosophical point of view. We have seen furthermore that his consideration about the role of the ether in the explanation of relativistic phenomena as well as his hypotheses about the nature of this entity are of high heuristic value and may give significant stimulation for further research in the direction of a dynamical theory of the ether.
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# THE EINSTEIN MYTH \& THE CRISIS IN MODERN PHYSICS 

F. Winterberg<br>University of Nevada, Reno, Nevada, USA.

Modern physics consists of two paradigms and one myth: The theory of relativity, quantum theory and the Einstein myth. While both, the special theory of relativity and quantum mechanics, are confirmed by a very large body of experimental facts, this cannot be said about the general theory of relativity. But it is the general theory of relativity and gravitation which has created the Einstein myth through the fascination of the non-Euclidean geometry adopted by Albert Einstein from his German landsman Bernhard Riemann. A possible alternative described, by a non-Archimedean geometry can instead be contemplated.
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## I. INTRODUCTION

The failure to quantize Einstein's gravitational field equations formulated in a Riemannian curved space-time has led to a profound crisis in modern physics, no less profound than was the crisis of physics at the turn of the $20^{\text {th }}$ century, resolved by the special theory of relativity and quantum mechanics. But how can quantum mechanics with its strange, over 10 meters experimentally verified superluminal quantum correlations be reconciled with Einstein's postulate that nothing can go faster than the velocity of light?

It was Einstein's obsession that geometry is marble and matter is wood, and that all attempts to find the fundamental law of nature should be directed by the quest to turn wood into marble. In the context of the general theory of relativity marble means the non-Euclidean structure of space-time, while in the context of quantum mechanics matter means atoms. It was Einstein who believed that the fundamental law can be found in geometry, while Heisenberg believed that it should be found in quantum mechanics, that is in an atomic structure. It is the same ancient schism between Plato and Democrit, with Plato believing in geometry as the fundamental truth and Democrit believing that everything can be explained by atoms embedded in empty space.

The Aristotelean myth was the Ptolomaic system of a geometric universe, ruled by the laws of Euclidean geometry, with the earth in its center ruled by the axiom of circular motions. The Einsteinian myth is a non-Euclidean universe with three axioms:

1. The velocity of light is constant and equal to $c$ in all inertial references systems.
2. The principle of relativity.
3. The equivalence principle.

The Ptolemaic system was overcome by a simplifying principle placing the sun in the center. To overcome the present crisis, several leading theoretical physicists have entered into a maze of speculations from which there is no escape, like the existence of higher dimensions, not supported by a single piece of physical evidence, with all physics laboratories still three-dimensional. When Heisenberg unsuccessfully tried to formulate a unified theory of elementary particles he changed the postulates of quantum mechanics, but did not question the special theory of relativity. Therefore, could it be that either quantum mechanics or the theory of relativity, or perhaps both are "wrong", in the same sense "wrong" as Newton's mechanics was found to be "wrong" in the face of quantum mechanics? There are reasons why the special theory of relativity, and by implication the general theory of relativity, might not be the ultimate truth to describe the physical universe, and the same might be true for quantum mechanics. We only can
say with some certainty that physics has its roots at the Planck energy of $\approx 10^{19} \mathrm{GeV}$, a view also taken by the advocates of the string- and M-theories. Even though this energy is inaccessible to particle accelerators, a theory formulated at the Planck energy must be capable to reproduce all the known facts of low energy physics, all the masses of all elementary particles and all the coupling constants, like the fine structure constant. In opposition to the string- and M-theorists, who got stuck in their higher dimensional speculations, a growing number of physicists, are, in what is called "Analog Models of General Relativity," trying to understand gravity, not by a curved space-time, but in a more conventional way by analogs taken from condensed matter physics. In elaborating this idea, one may likewise look for condensed matter physics analogs even of quantum mechanics.

## II. EINSTEIN'S PROGRAM-THE MARCH OF THE GEOMETRIES OR MAKING MARBLE OUT OF WOOD

The Ptolemaic system was cast in the assumption of circular motions, permitting to add an arbitrary number epicycles. In a likewise way Einstein's universe is cast in the non-Euclidean of geometry, permitting to add an arbitrary number of (higher) dimensions.
In the gravitational field equations

$$
\begin{equation*}
R_{i k}-\frac{1}{2} g_{i k} R=\frac{8 \pi G}{c^{4}} T_{i k} \tag{1}
\end{equation*}
$$

geometry is expressed by the curvature tensor on the left hand side, and matter by the energy momentum tensor on the right hand side, with Newton's constant G a measure of the strength matter curves space-time. The trajectory of a test particle in the gravitational field obtained as a solution of (1) is a geodesic given by

$$
\begin{equation*}
\delta \int d s=0 \tag{2}
\end{equation*}
$$

where ds is the four dimensional line element of the Riemannian non-Euclidean metric in effect eliminating all together a force. In quantum theory the force is explained by the exchange of "virtual" particles, borrowing energy from the vacuum with Heisenberg's uncertainty principle, very different in comparison.

Einstein's program is to bring the r.h.s. of (1) onto the l.h.s., by giving the r.h.s a geometric meaning. For this to be done, it has first to be recognized that the r.h.s. contains two very different parts, one from bosonic and the other from fermionic fields, making up the so-called standard model. The bosonic part consists of the electromagnetic field, the strong and weak interaction fields; The fermionic part of the quark and lepton fields. The bosonic fields have the character of true force fields, whereas the fermionic fields described by the Dirac equation have the character of particles. At first, and that is what Einstein tried to do, is to bring the bosonic part to the l.h.s. of eq. (1), describing the trajectory of a charged particle in an electromagnetic field for example, by a geodesic equation of motion in a curved space-time, as for an uncharged particles in a gravitational field. This is relatively easy. It is more difficult to bring the fermionic fields to the 1.h.s. of (1) as well.

Ignoring quantum mechanics three steps were taken:

1. By adding a fifth space dimension (Kaluza-Klein), Maxwell's equation could be incorporated into the space-time curvature tensor on the l.h.s., whereby the
trajectory of an electrically charged particle could be described by a geodesic in 5-dimensioanl space-time.
2. By further increasing the number of dimensions, Yang-Mills theories, describing the weak and strong nuclear interactions, could likewise be brought to the 1.h.s of (1).
3. By doubling the four space-time dimensions of the curved Riemannian space, (where the coordinates are ordinary commuting numbers like $3 \times 4=4 \times 3$, respectively $a b=b a$ ) with four space-time dimensions where the coordinates are anticommuting Grassmann numbers, $\mathrm{ab}=-\mathrm{ba}$ (numbers which can be expressed by matrices). In this way both bosonic (corresponding to ordinary numbers), and fermonic (corresponding to Grassmann numbers) fields could be given a geometric meaning. The third, all encompassing step led to the theory of supergravity.
Symbolically one may write:

$$
\begin{gathered}
\text { Riemann }+ \text { Einstein }=\text { Gravity } \\
\text { Riemann }+ \text { Grassmann }+ \text { Einstein }=\text { Supergravity } .
\end{gathered}
$$

This actually completes Einstein's program of a unified classical field theory for all fields in physics, or the conversion of all "wood" into "marble". But because it leaves out quantum mechanics it cannot be complete. It is here where supergravity fails. Therefore, supergravity was not the end of physics as media-celebrity physicist Steven Hawking once claimed it was.

Finally, an irony: It was Marcel Grossmann who brought the work of Einstein's landsman Riemann to the attention of Einstein, giving Einstein the decisive clue to solve the problem of gravity. If someone else had brought the work of Einstein's other German landsman Hermann Grassmann, to Einstein's attention, Einstein could have discovered the theory of supergravity a long time ago, and fulfilled his lifelong dream for a unified field theory.

## III. THE PROBLEM OF THE INFINITIES

"Let me say something that people who worry about mathematical proofs and inconsistencies seem not to know. There is no way of showing mathematically that a physical conclusion is wrong or inconsistent. All that can be shown is that the mathematical assumptions are wrong. If we find that certain mathematical assumptions lead to a logically inconsistent description of Nature, we change the assumptions, not Nature."(Richard Feynman) [1]

The reason why quantum theory prevents supergravity to be the final theory is because its quantization leads to infinite results. It is often claimed that the problem of infinites already occurs in classical electrodynamics in computing the energy, and hence mass, of a point charge. This claim is quite incorrect, because Maxwell's equations have no point charge solutions. Rather, the following is true:

1. A mechanism with a finite number of degrees of freedom, for example an atom, if quantized leads to quantized energy levels. A field, for example Maxwell's electromagnetic field, with an infinite number of degrees of freedom, if quantized leads to particles as the quanta of this field. Similarly, Dirac's equation can be viewed as a classified field equation, which if quantized leads to electrons as the quanta of this field.
2. The theory of relativity requires that the particles of the quantized field must be pointlike, because the time sequence of cause and effect can otherwise be changed by a Lorentz transformation.
An extended particle, to be called elementary, would have to be rigid, where the velocity a signal passing through the particle is infinite, i.e. superluminal, which according to the theory of relativity would violate causality in the sense that in any reference system an effect must always follow the cause. Therefore, extended particles are always composed of some smaller particles, or what is the same, held together by fields which if quantized would have pointlike particles as the quanta of this field. A good example for an extended particle is a proton which is composed of three pointlike quarks held together by the field of gluons. The infinities then simply follow from the application of Heisenberg's uncertainty principle, which says that for a vanishing length, i.e. point, the energy fluctuation diverges inversely proportional to the length.

In the two most important field theories of matter: 1) Quantum electrodynamics, describing the force between electrons by the electromagnetic force, and 2) quantum chromodynamics, describing the force between quarks by the chromodynamic force, the electrons, respectively the quarks, are surrounded by virtual electron-positron, respectively quark-antiquark pairs, screening the electric charge of an electron, respectively anti-screening the chromodynamic charge of a quark. In both cases this makes the infinite selfenergy diverge only logarithmically. Primarily because of this weak divergence, one can, with the so-called renormalization procedure, isolate the divergence in a relativistically invariant way. It roughly works as follows: The experimentally known particle mass (respectively energy) is assumed to be the difference of two infinite quantities, the infinite unrenormalized mass of the particle, and the infinite energy stored in the field surrounding the pointlike particle. In these renormalizable theories, virtual particle pairs borrow their energy for a short time out of the vacuum with the help of Heisenberg's uncertainty principle. With no comparable virtual pair production in a theory of quantum gravity, Einstein's general theory of relativity and gravitation, but also supergravity cannot be renormalized and quantized. According to Feynman this simply means that the mathematical assumptions are wrong. These assumptions are here Einstein's gravitational field equations and quantum mechanics. Therefore, either one of them or both cannot be completely correct. It is here where string theory claims to provide an answer. Quantitatively one can say this: In classical electrodynamics the selfenergy of an electrically charged sphere is inversely proportional to the diameter of the sphere, and the selfenergy of a string proportional to the logarithm of the thickness of the string diameter. With the selfenergy of a charged sphere reduced by electron positron pair production to a logatithmic dependence, it seems plausible that for a charged string the selfenergy is finite. However, this is really not true because the divergent selfenergy is there compensated by the infinite stress in the zero diameter string.

## IV. UNPHYSICAL PROPERTIES OF EINSTEIN'S MARBLE

In the special theory of relativity any object is described by a world line in the four dimensional Minkowski space-time, encompassing the past, present and future. With the velocity of light the highest possible velocity, a world line must be positioned inside the light cone, and there can be no closed world lines because such a world lines would have to pass through forbidden regions outside the light cone, only possible with superluminal velocities. But as it was shown by Goedel, what is not possible in the flat space-time of special relativity is possible in the curved space-time of general relativity. Solutions with closed world lines make possible travel back in time, obviously not
possible in physical reality. Other solutions of general relativity discovered by Newman, Unti and Tamburino, are multivalued, which too have to be excluded from physical reality.

As beautiful as Einstein's theory is (as was the Ptolomaic theory of the planetary system), it cannot be a completely correct description of physical reality. As a model it must not be totally wrong, because it can describe the perihelion motion of Mercury, for example, which Newton's theory was unable to explain.

## V. EINSTEIN - PARMENIDES AND THE ONTOLOGICAL PROOF FOR THE NON-EXISTENCE OF GOD

Einstein's special theory of relativity, explained by MInkowski as a fourdimensional space-time continuum, implies a kind of superdeterminism with the future completely determined down to the smallest detail. This was the reason why Einstein believed time is an illusion and why Karl Popper told Einstein "You are Parmenides," the Greek philosopher (515-445) who believed that being is not becoming and time (becoming) an illusion. With everything exactly predetermined there can be no free will, not even for a hypothetical God, and a God without free will is an ontological impossibility.

One therefore can say: If Einstein is right then there can be no God. The opposite though, is not true. True rather is, if God exists then Einstein must be wrong.

## VI. THE TWO FACES OF QUANTUM MECHANICS

A deeper insight is gained if one realizes that quantum mechanics has two faces:

1. The deterministic evolution of the wave function describing a particle moving with subliminal velocities inside the light cone.
2. The indeterministic collapse of the wave function going with superluminal velocity outside the light cone.
Whereas for the deterministic evolution of the wave function there exists a well developed theory (Schrödinger and Dirac equation), no such theory exists for the superluminal wave function collapse.

Because the superluminal collapse occurs in the course of making a measurement, this is wrongly called the measurement problem, with the claim that the Copenhagen interpretation of quantum mechanics provides the missing link, a position also taken by the string theorists. Assuming instead, that the wave function is an object of physical reality, not just an expression of our limited knowledge of reality as the Copenhagen interpretation claims, the occurrence of the superluminal wave function collapse (with certainty observed over at least 10 meters in the experiment by Aspect) is in gross violation of Einstein's light velocity postulate, and it is only through the stochastic nature of the wave function collapse that a peaceful coexistence of quantum mechanics with the special theory of relativity seems possible. A deterministic theory of this collapse, required if the wave function is real, would destroy this coexistence and with it special theory of relativity and it would also bring down string theory and its latest successor, the M-theory.

## VII. ON MACH'S PRINCIPLE AND MINKOWSKI SPACE-TIME

Mach's principle is the conjecture that inertia has its cause in the accelerated motion relative to all masses in the universe. According to this conjecture the Coriolis and centrifugal forces observed on a rotating platform would be the same if all the masses of the universe are brought into a rotational motion around the platform. Support for this conjecture seemed to be provided when Thirring [2] showed that Einstein's
gravitational field equations, applied to the space inside a hollow sphere of mass $M$ and radius R set into uniform rotation around its axis with the angular velocity $\boldsymbol{\omega}$, predict in the center of the sphere a force (per unit mass)

$$
\begin{equation*}
\mathbf{f}=\left(8 \pi G M / c^{2} R\right)[2 \mathbf{v} \times \boldsymbol{\omega}+\boldsymbol{\omega}(\boldsymbol{\omega} \times \mathbf{r})] \tag{3}
\end{equation*}
$$

Setting R equal the world radius $R=8 \pi G M / c^{2}$, with M the mass of the universe, this force becomes the same as the Coriolis and centrifugal force observed on a rotating platform. But it would take the time $R / c$ after the cosmic sphere is set into rotation, that is billions of years, before the force $\mathbf{f}$ is felt in the center of the sphere of radius $R$. Thirring's solution therefore is not a derivation of Mach's principle from general relativity. In fact, inertial forces occur even in Minkowski space-time void of any matter, making Newton's absolute space true as ever. Overlooked here is the zero point energy of the vacuum. With inertia "present", not transmitted by a long time delay as in Thirring's solution, it can only be the vacuum energy that is responsible for the phenomenon of inertia. As quantum mechanics tells us this vacuum energy has a divergent $\omega^{3}$ frequency spectrum. If cut off at the Planck length, it gives the vacuum a mass density of $10^{95} \mathrm{~g} / \mathrm{cm}^{3}$. It is this huge mass density which can explain why inertia is highly isotropic. At Mach's time the vacuum energy was not known. With the vacuum energy, complete kinematic equivalence is achieved, if the vacuum energy, overwhelming all other masses, is brought into a rotational motion around a stationary platform. Since the $\omega^{3}$ frequency dependence of the zero point vacuum energy is the only one which is Lorentz invariant, it must be the vacuum energy which sets up the Minkowki space-time. With the vacuum energy cut off at the Planck length, Lorentz invariance is broken, establishing a privileged reference system at rest with the vacuum energy, the Minkowski space-time can only be an approximate model of physical reality. As Selleri [3] has demonstrated, the slightest violation of Lorentz invariance, no matter how small, will ultimately bring down the Minkowski space-time and by implication the general theory of relativity.

The conclusion that the zero point vacuum energy explains why Minkowski space-time is an approximate description of physical reality is also supported by the Scharnhorst effect [4]. It predicts a small increase in the velocity of light by a reduction of the zero point vacuum energy in between conducting plates, in the same configuration which leads to the Casimir effect.

Now we can understand why Heisenberg failed in his attempt to reduce all marble to wood. In Einstein's program the Minkowski space-time is the most elementary form of marble, with general relativity giving the marble of space-time only a different shape. If Heisenberg's goal was to reduce all marble to wood, he should have done the same with space-time, or what is the same, reduced space-time to atoms. "Atoms" of course, means finitistic, as opposed to continuous.

## VIII. NON-EUCLIDEAN IS MARBLE - NON-ARCHIMEDEAN IS WOOD

"I consider it quite possible that physics cannot be based on the field concept, i.e., on continuous structures. In that case, nothing remains of my entire castle in the air, gravitational theory included, [and of] the rest of modern physics." A. Einstein (1954) in a letter to his friend M . Besso.

In his marble versus wood analogy, Einstein understood marble as a metaphor for non-Euclidean geometry, but it seems that he never asked himself the question what
would be the metaphor of wood. I claim it is what mathematicians call nonArchimedian geometry.

Archimedes believed he could determine the value of $\pi$ through a limiting process, by drawing inside a circle a sequence of polygons with an ever increasing number of sides. This "exhaustion" method though must fail if there is a smallest length. It was Planck who in 1899 had shown that the fundamental constants of physics, $h, G$ and $c$, give us such a smallest length, the Planck length $l_{o}=\sqrt{h G / c^{3}} \cong 10^{-33} \mathrm{~cm}$, in addition to a fundamental mass $m_{o}=\sqrt{h c / G}$ and fundamental time $t_{o}=\sqrt{h G / c^{5}}$. These three quantities are sufficient for the architecture of a non-Archimedean geometry, and thus for a finitistic formulation of physics. The square root in the expression for $m_{o}$ gives us still the freedom to have two possible signs for $m_{o}$, permitting negative besides positive masses, but nothing more.

In such a finitistic formulation one can, (in an arbitrary number of space dimensions), replace differentiation operators by finite difference operators [5], (see Mathematical Appendix).

## IX. PLANCK MASS PLASMA

With Planck's finite size elements of space, time and mass, the simplest configuration one can think of is what one may call a Planck mass plasma.

It makes the following three assumptions:

1. Space is densely filled with an equal number of positive and negative Planck masses, with each Planck length volume element occupied by one Planck mass.
2. The Planck masses interact over a Planck length with the Planck force $c^{4} / G$, with masses of equal sign repelling, and those of opposite sign attracting each other.
3. The interaction obeys the laws of Newtonian mechanics, except for lex tertia, which under the assumed force law is violated during the collision between a positive and a negative Planck mass.
The violation of the lex tertia means that during the mutually attractive collision between a positive and a negative Planck mass, the momentum, not the energy, fluctuates. This establishes Heisenberg's uncertainty principle at the most fundamental level, explaining why quantum mechanics can be derived from the Planck mass plasma.

In addition to quantum mechanics, the Planck mass plasma leads to Lorentz invariance as a dynamic symmetry, with a spectrum of quasiparticles greatly resembling the particles of the standard model. It also gives a novel perspective on Einstein's quest to unify gravity with electromagnetism, with gravity and electromagnetic waves interpreted as the symmetric and antisymmetric vortex lattice waves of the superfluid Planck mass plasma. And because of the fluid dynamic analogy, it also leads the principle of equivalence.

Furthermore, Dirac spinors can be explained as excitonic quasiparticles made up from the positive and negative mass component of the Planck mass plasma, with the compensating effect of the negative masses explaining the smallness of the typical fermion mass in terms of the Planck mass. Finally, the Planck mass plasma may conceively be able to explain the superluminal wave function collapse as a gravitational collapse enhanced by the presence of negative masses.

## X. ON QUANTUM GRAVITY

One of the major outstanding problems of modern physics is quantum gravity. Because it leads to nonrenormalizable infinites, Einstein's gravitational field equations cannot be quantized. This is possible with string (M) theory, but the price to be paid is
high: It is the need to assume the existence of the higher dimensions, in particular 10 space-time dimensions. But with physical reality taking place in 4 space-time dimensions, the superfluous 6 dimensions have to be compactified, and it is suggested that they have to be compactified down to the Planck length of $10^{-33} \mathrm{~cm}$. Since this can be done in a very large number of different ways, each leading to a different universe, the uniqueness of the theory is lost.

In the Planck mass plasma, where gravity is associated with a transverse vortex lattice wave, which for small amplitudes has the same property as Einstein's gravitational waves in the weak field limit of general relativity, the situation is quite different. In this theory, special relativity, and by implication general relativity, is a dynamic symmetry as in the pre-Einstein theory of relativity by Lorentz and Poincare. It assumed the existence of an aether, taken here up by the Planck mass plasma. With the Planck mass plasma made up of discrete elements for which the laws of Newtonian mechanics apply, there can be no infinities, as there are no infinites in the many body problems of nonrelativistic quantum mechanics. It appears to the author that assuming such a finitistic description of physical reality is more plausible than the assumption of higher dimensions.

A comparison of the string and Planck mass plasma model is also instructive. In the Planck mass plasma, a zero diameter string in 9 space and one time dimension is replaced by a vortex in 3 space and one time dimension, with a diameter of the vortex core equal one to Planck length. And the closed strings with a ring radius equal to the Planck length are replaced by vortex rings, with a ring radius about thousand times larger than the Planck length. In both models, gravitational waves are described by the same kind of elliptic deformations of the closed strings respectively vortex rings.

## XI. MATHEMATICAL APPENDIX

Non-Archimedean is here meant in the sense of Archimedes' belief that the number $\pi$ can be obtained by an unlimited progression of polygons inscribed inside a circle, impossible if there is a smallest length.

For the finitistic non-Archimedean analysis we proceed as follows: the finite difference quotient in one dimension is

$$
\begin{equation*}
\frac{\Delta y}{\Delta x}=\frac{f\left(x+l_{o} / 2\right)-f\left(x-l_{o} / 2\right)}{l_{o}} \tag{1}
\end{equation*}
$$

where $l_{o}>0$ is the finite difference. We can write [6]

$$
\begin{gather*}
f(x+h)=e^{h d / d x} f(x)  \tag{2}\\
=f(x)+h \frac{d f(x)}{d x}+\frac{h^{2}}{2!} \frac{h^{2} d^{2} f(x)}{d x^{2}}+\ldots
\end{gather*}
$$

and thus for (1)

$$
\begin{equation*}
\frac{\Delta y}{\Delta x}=\frac{\sinh \left[\left(l_{o} / 2\right) d / d x\right]}{l_{o} / 2} f(x) \tag{3}
\end{equation*}
$$

We also introduce the average

$$
\begin{equation*}
\bar{y}=\frac{\left(f\left(x+l_{o} / 2\right)+f\left(x-l_{o} / 2\right)\right)}{2}=\cosh \left[\left(l_{o} / 2\right) d / d x\right] f(x) . \tag{4}
\end{equation*}
$$

In the limit $l_{o} \rightarrow 0, \Delta y / \Delta x=d y / d x$, and $\bar{y}=y$. With $d / d x=\partial$ we introduce the operators

$$
\left.\begin{array}{l}
\Delta_{o}=\cosh \left[\left(l_{o} / 2\right) \partial\right]  \tag{5}\\
\Delta_{1}=\left(2 / l_{o}\right) \sinh \left[\left(l_{o} / 2\right) \partial\right]
\end{array}\right\}
$$

where by

$$
\left.\begin{array}{l}
\frac{\Delta y}{\Delta x}=\Delta_{1} f(x),  \tag{6}\\
\bar{y}=\Delta_{o} f(x)
\end{array}\right\}
$$

and

$$
\begin{equation*}
\Delta_{1}=\left(\frac{2}{l_{o}}\right)^{2} \frac{d \Delta_{o}}{d \partial} \tag{7}
\end{equation*}
$$

The operators $\Delta_{o}$ and $\Delta_{1}$ are solutions of

$$
\begin{equation*}
\left[\frac{d^{2}}{d \partial^{2}}-\left(\frac{l_{o}}{2}\right)^{2}\right] \Delta(\partial)=0 \tag{8}
\end{equation*}
$$

The generalization to an arbitrary number of dimensions is straight forward. For $N$ dimensions and $\Delta=\Delta_{0}$, equation (8) has to be replaced by

$$
\begin{equation*}
\left[\sum_{i=1}^{N} \frac{\partial^{2}}{\partial\left(\partial_{i}\right)^{2}}-N\left(\frac{l_{o}}{2}\right)^{2}\right] \Delta_{o}^{(N)}=0 \tag{9}
\end{equation*}
$$

Where $\lim _{l_{o} \rightarrow 0} \Delta_{o}^{(N)}=1$.
From a solution of (9) one obtains the $N$ dimensional finite difference operator by

$$
\begin{equation*}
\Delta_{i}^{(N)}=\left(\frac{2}{l_{o}}\right)^{2} \frac{d \Delta_{o}^{(N)}}{d \partial_{i}} \tag{10}
\end{equation*}
$$

Introducing $N$-dimensional polar coordinates (9) becomes

$$
\begin{equation*}
\left[\frac{1}{\partial^{N-1}} \frac{d}{\partial}\left(\partial^{N-1} \frac{d}{d \partial}\right)-N\left(\frac{l_{o}}{2}\right)^{2}\right] \Delta_{o}^{(N)}=0 \tag{11}
\end{equation*}
$$

where $\partial=\sqrt{\sum_{i=1}^{N} \partial_{i}^{2}}$.
Putting $\partial \equiv x, \Delta_{o}{ }^{(N)} \equiv y$, (11) takes the form

$$
\begin{equation*}
x^{2} y^{\prime \prime}+(N-1) x y^{\prime}-N\left(l_{o} / 2\right)^{2} x^{2} y=0 \tag{12}
\end{equation*}
$$

with the general solution [7]

$$
\begin{equation*}
y=x^{\frac{2-N}{2}} Z_{ \pm(2-N) / 2}\left(i \sqrt{N}\left(l_{o} / 2\right) x\right), \tag{13}
\end{equation*}
$$

where $Z_{v}$ is a cylinder function.
For the three dimensional difference operator, for example, where $\mathrm{N}=3$ and where $\lim _{l_{o} \rightarrow 0} \Delta_{o}^{(3)}=1$, one finds

$$
\begin{equation*}
D_{o} \equiv \Delta_{o}^{(3)}=\frac{\sinh \left\lfloor\sqrt{3}\left(l_{o} / 2\right) \partial\right]}{\sqrt{3}\left(l_{o} / 2\right) \partial} \tag{14}
\end{equation*}
$$

and with (10) that

$$
\begin{equation*}
D_{1}=\Delta_{1}^{(3)}=\left(\frac{2}{l_{o}}\right)^{2}\left[\cosh \left[\sqrt{3}\left(\frac{l_{o}}{2}\right) \partial\right]-\frac{\sinh \left[\sqrt{3}\left(l_{o} / 2\right) \partial\right]}{\sqrt{3}\left(l_{o} / 2\right) \partial}\right] \frac{\partial_{i}}{\partial^{2}} \tag{15}
\end{equation*}
$$

With equation (13) all the equations of mathematical physics can be expressed in a finitistic Non-Archimedean form [8].
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    ${ }^{2}$ Note that what is most essential is the Galilean principle of relativity. Because historically the empirical evidences about the constancy of the speed of light and the principle of relativity (due to the Galilean addition rule of velocities), appeared to be contradictory, the two evidences in question, were classified as separate laws of nature, and ultimately (due to the null result of efforts aiming to discard the latter), constituted the two postulates of the special theory of relativity. One has to recall though that, Einstein did not make use of his second postulate (i.e. the Lorentz invariance of the laws of nature, through a uniform translational motion, which is basically, the Galilean principle of relativity) in the derivation of the special theory of relativity; this postulate is there just for the sake of completeness. And, in fact, the principle of relativity, necessarily induces the constancy of the speed of light, along with the relativity

[^5]:    of space and time. (In other words, if the speed of light were not constant with respect to all inertial frames, still along with the relativity of space and time, then the principle of relativity would be broken.) Thus, from he point of view in question, one can classify the Galilean principle of relativity, as the imperative law of nature. (Note further that if the laws of nature did not remain the same through a uniform translational motion, then the principle of relativity would still be broken; thence the second postulate of the special theory of relativity, is nothing else but the Galilean principle of relativity).

[^6]:    ${ }^{3}$ The Bohr relationship in question, with respect to the ground level of hydrogen atom, is as customary,

    $$
    4 \pi^{2} \mathrm{e}^{2} \mu_{0} \mathrm{r}_{0}=\mathrm{h}^{2}
    $$

    here $\mu_{0}$ is the reduced mass of the atom, and $r_{0}$ the Bohr Radius. This relationship, were it appropriate, would (amongst other relationships, one could derive in relation to the reduced mass, radius, and period of rotational time of the electron around the proton, or along the same line, the total energy of the atom), constitutes a test of the special theory of relativity, on the basis of the hydrogen atom already at rest. In other words, the above relationship (or any similar relationship) is Lorentz invariant; Planck Constant is (dimension-wise) Lorentz invariant; e is, as discussed in the text, empirically found to be Lorentz invariant.

[^7]:    ${ }^{4}$ Isaac Newton (1642-1727)

[^8]:    ${ }^{5}$ Although other experimental work suggests this factor is probably of the right magnitude, the exact factor may not be as calculated by traditional relativity theory which, apart from the velocity of light, does not include properties of the quantum vacuum.

